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Abstract. Minimal pairs of definition were introduced by Alexandru, Popescu and Zaharescu

[3, 4, 5] to study residue transcendental extensions. In this paper we obtain analogous results

in the value transcendental case. We introduce the notion of minimal fields of definition for val-

uation transcendental extensions and show that they share some common ramification theoretic

properties. The connection between minimal fields of definition and implicit constant fields is also

investigated. Further, we explore the relationship between valuation transcendental extensions and

pseudo-Cauchy sequences.

1. Introduction

Given a valued field (K, ν), it is of interest to understand the set of all possible extensions of ν to
a rational function field K(x). On the other hand, given an extension ω of ν to K(x), it is important
to give a complete description of the valuation ω. These two problems are tightly connected and
several objects have been introduced to tackle such problems. The notion of minimal pairs of
definition was introduced by Alexandru, Popescu and Zaharescu to study residue transcendental
extensions [3, 4, 5]. MacLane [18] introduced the notion of key polynomials, which was then
generalized by Vaquié in [22]. An alternative form of key polynomials was given by Spivakovsky
and Novacoski in [20]. The notion of pseudo-Cauchy sequences was introduced by Kaplansky in
his celebrated paper [13]. All the relevant definitions will be provided in Section 2.

An extension ω of a valuation ν on a field K to a rational function field K(x) satisfies the famous
Abhyankar inequality:

rat rkωK(x)/νK + trdeg [K(x)ω : Kν] ≤ 1,

where ωK(x) and νK denote the correpsonding value groups, K(x)ω andKν denote the correspond-

ing residue fields and rat rkωK(x)/νK is the Q-dimension of the divisible hull ωK(x)
νK ⊗ZQ. This in-

equality is a consequence of Theorem 1 of [§10.3, Chapter VI, 9]. The extension ω is said to be value
transcendental if rat rkωK(x)/νK = 1 and residue transcendental if trdeg [K(x)ω : Kν] = 1.
The extension ω is said to be valuation transcendental if it is either value or residue transcen-
dental. In Section 3, we extend the results obtained in [3, 4, 5] to the case of value transcendental
extensions. In particular, we show that a value transcendental extension is completely described
by a minimal pair of definition [cf. Section 2]. We also consider the question: given a pair of
definition (a, γ) for a valuation transcendental extension ω, can we find a minimal pair of definition
for it? Using the notion of complete distinguished chains, introduced by Popescu and Zaharescu
in [21], we provide an answer to the above question in Theorem 3.9, under the assumption that
K(a)|K is a defectless extension of henselian valued fields [cf. Section 2]. Further, in Theorem
3.12 we show that for a valuation transcendental extension ω of ν to K(x) and an extension ν of
ν to K, the simultaneous extensions of ω and ν to K(x) are tightly connected, where K is a fixed
algebraic closure of K. As a consequence we obtain that there are a finite number of such common
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extensions. Although some of the results obtained in this section are already known, we recreate
them here for the sake of completeness.

In Section 4 we introduce the notion of minimal fields of definition. A minimal field of definition
for a valuation transcendental extension ω is defined to be of the form K(a), where (a, γ) is
a minimal pair of definition for ω. We show that the minimal fields of definition for ω share
some common ramification theoretic properties. The relationship between implicit constant fields,
introduced by Kuhlmann in [17], and the minimal fields of definition is also explored. For a

valued field extension (K(x)|K,ω) and an extension of ω to K(x), the implicit constant field
is defined to be the relative algebraic closure of K in the henselization of K(x) and is denoted by
IC(K(x)|K,ω). We obtain the following result in this paper:

Theorem 1.1. Take a valued field (K, ν), a valuation transcendental extension ω of ν to K(x),
and a minimal field of definition K(a) for ω. Take an extension ω of ω to K(x) which has (a, γ)

as a minimal pair of definition for some γ ∈ ωK(x), and fix an extension of ω to K(x). Take
b1, b2 ∈ K such that K(b1) = K(a) ∩ Ki and K(b2) = K(a) ∩ Kr, where Ki and Kr denote the
absolute inertia field and the absolute ramification field of (K, ν). Write the henselizations of K(a)
and K(bi) as K(a)h and K(bi)

h.
If ω is residue transcendental, then

(1) K(b1)
h ⊆ IC(K(x)|K,ω) ⊆ K(a)h.

If ω is value transcendental, then

(2) K(b2)
h ⊆ IC(K(x)|K,ω) ⊆ K(a)h.

An important relevant problem is the following:

Question 1.2. Take notations and assumptions as in Theorem 1.1. Give an explicit computation
for IC(K(x)|K,ω).

The absolute inertia field and the absolute ramification field are separable-algebraic extensions
of K. The problem of explicit computation of the implicit constant field when K admits an
arbitrary separable-algebraic minimal field of definition for ω remains open. A partial solution to
that problem is provided in the following theorem:

Theorem 1.3. Let notations and asumptions be as in Theorem 1.1. Assume that a is separable
over K. Then the following statements hold true:

(i) Assume that γ > kras (a,K). Then IC(K(x)|K,ω) = K(a)h.
(ii) Assume that ω is value transcendental, ν admits a unique extension from K to K(a) and
γ < kras (a,K). Then (ωK(a, x) : ωK(x)) = j where ω(a− ai) > γ for exactly j many conjugates
ai of a, including a itself. Consequently, IC(K(x)|K,ω) ( K(a)h.
(iii) Assume that ω is residue transcendental, ν admits a unique extension from K to K(a) and
γ ≤ kras (a,K). Then either ωK(a, x) 6= ωK(x), or, [K(a, x)ω : K(x)ω] = j where ω(a − ai) ≥ γ
for exactly j many conjugates ai of a, including a itself. Consequently, IC(K(x)|K,ω) ( K(a)h.

In particular, Theorem 1.3 provides a partial solution to Question 1.2 when (K, ν) is either
henselian or has rank one (that is, νK is an ordered subgroup of R), as observed in Corollary 6.4.

On the other hand, if there is a minimal field of definition for ω that is a purely inseparable
extension of K, then we obtain that IC(K(x)|K,ω) equals the henselization of K. The problem
remains open when a minimal field of definition for ω is an arbitrary inseparable extension of K.
Finally, in Theorem 7.2 we provide a complete solution to Question 1.2 when ω admits a unique
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pair of definition. We show that in that situation the implicit constant field is the separable closure
of K in the henselization of the minimal field of definition for ω.

In Section 8 we provide several examples illustrating that the ramification or field theoretic
structure of the minimal field of definition may not necessarily be recovered from the information of
the implicit constant field. Examples showing that the implicit constant field may be a proper non-
trivial subextension of the henselization of a minimal field of definition for ω are also constructed.

Section 9 deals with the connection between valuation transcendental extensions and pseudo-
Cauchy sequences. Specifically, we consider the case when x is a limit of a pseudo-Cauchy sequence
(zµ)µ<λ in (K, ν), and study its connection with the pairs of definition and key polynomials for ω.

For basic information on valuation theory, we refer the reader to [11, 12, 23].
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2. Preliminaries

We adopt the following convention in the present paper: (K, ν) denotes a field K equipped with
a valuation ν, ω denotes some valuation transcendental extension of ν to K(x), ν denotes some
extension of ν to a fixed algebraic closure K of K, and ω denotes some common extension of ω
and ν to K(x). The existence of such a common extension is guaranteed by Lemma 3.2 of [17].
However, ω is not necessarily uniquely determined by ω and ν. The value group, residue field,
valuation ring and maximal ideal of a valued field (L, ν) are denoted by νL, Lν, OL andML. The
value of an element l ∈ L is denoted by νl and its residue by lν. Denote a valued field extension
as (L|K, ν) where L|K is an extension of fields, ν is a valuation on L and K is equipped with
the restricted valuation. If L and K are subfields of a larger valued field (F, ν), then we will also
write (L|K, ν) to mean that they are equipped with the restricted valuations. Given an extension
of valued fields (K(y)|K, ν), we define the set

ν(y −K) := {ν(y − a) | a ∈ K}.

The separable closure of a field K1 in some overfield K2 is denoted by (K2|K1)
sep.

2.1. Ramification Theory. We recall some aspects of ramification theory and general valuation
theory [cf. 1, 11, 12, 23]. Set G := Gal (K|K). The absolute decomposition group of the extension
(K|K, ν) is defined as

Gd := {σ ∈ G | ν ◦ σ = ν on Ksep}.
The absolute inertia group is defined as

Gi := {σ ∈ G | ν(σa− a) > 0 for all a ∈ OKsep}.

The absolute ramification group is defined as

Gr := {σ ∈ G | ν(σa− a) > νa for all a ∈ Ksep \ {0}}.

The corresponding fixed fields in Ksep will be denoted by Kd, Ki and Kr and they are called the
absolute decomposition field, absolute inertia field and the absolute ramification field
of (K, ν) respectively. For an arbitrary algebraic extension of valued fields (L|K, ν), we have that
Ld = L.Kd, Li = L.Ki and Lr = L.Kr. The henselization of a valued field K is the smallest
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henselian field containing K, and we can consider it to be the same as the absolute decomposition
field Kd. The henselization is also denoted by Kh. As a consequence, for algebraic extensions L|K,
we have

Lh = L.Kh.

We state a simple form of the fundamental inequality here: for every finite extension (L|K, ν),

[L : K] ≥ (νL : νK)[Lν : Kν].

The extension (L|K, ν) is said to be defectless if we have equality in the above inequality.

The characteristic exponent of (K, ν), denoted by p, is defined to be equal to charKν if
charKν > 0, and 1 otherwise. The Lemma of Ostrowski states that whenever ν admits a
unique extension ν to a finite extension E of K, then

[E : K] = (νE : νK)[Eν : Kν]pn

for some n ∈ N. As a consequence, any extension of henselian valued fields of degree coprime to p
is a defectless extension.

An algebraic extension (L|K, ν) of henselian valued fields is said to be tame if every finite
subextension (E|K, ν) satisfies the following conditions:

(TE1) charKν does not divide (νE : νK),
(TE2) the residue field extension Eν|Kν is separable,
(TE3) (E|K, ν) is defectless.
An algebraic extension (F |K, ν) of henselian valued fields is said to be purely wild if νF/νK is
a p-group and Fν|Kν is purely inseparable. Equivalently, F ∩ Kr = K. An extension of valued
fields is said to be immediate if there is no value group or residue field extension. In particular,
immediate extensions and purely inseparable extensions of henselian valued fields are purely wild
extensions.

2.2. Krasner’s Lemma. Take a valued field (K, ν) and set G := Gal (K|K). Choose a ∈ K \K
which is not purely inseparable over K. The Krasner constant of a over K is defined as

kras (a,K) := max{ν(σa− τa) | σ, τ ∈ G and σa 6= τa}.

The fact that all extensions of ν to K are conjugate implies that kras (a,K) is independent of the
choice of the extension ν. For the same reason, whenever ν admits a unique extension from K to
K(a), we can define the Krasner’s constant as

kras (a,K) := max{ν(a− σa) | σ ∈ G and a 6= σa}.

We will now state a variant of the important Krasner’s Lemma [cf. Lemma 2.21, 17].

Lemma 2.1. Take a separable-algebraic extension K(a)|K and (K(a, y)|K, ν) be any valued ex-
tension such that

ν(a− y) > kras (a,K).

Then for every extension of ν from K(a) to K(a, y), we have that a ∈ K(y)h.

Take an algebraic extension (L|K, ν) and a separable-algebraic element a over K. Then a is
separable-algebraic over L. Further, the minimal polynomial of a over L divides that over K. It
then follows from the definition of the Krasner constant that

kras (a, L) ≤ kras (a,K).
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2.3. Artin-Schreier extensions. Take a valued field (K, ν) with charK = p > 0 and a poly-
nomial f(x) := xp − x − c over K. Take a ∈ K such that f(a) = 0. Such a polynomial is said
to be an Artin-Schreier polynomial. When K(a)|K is a non-trivial extension, it is said to be an
Artin-Schreier extension. Applying the Frobenius endomorphism, we observe that

f(a+ i) = (a+ i)p − (a+ i)− c = ap + ip − a− i− c = ip − i = 0

for all i ∈ Fp. Thus the conjugates of a are a, a + 1, . . . , a + p − 1. It follows that f(x) is either
irreducible, or it splits completely over K. Further, whenever νa ≥ 0, then νc = ν(ap − a) ≥ 0.
Thus if we have νc < 0, then νa < 0. It then follows from the triangle inequality that

νc < 0 =⇒ νc = νap = pνa.

2.4. Pseudo-Cauchy sequences. A well-ordered set (zµ)µ<λ in a valued field (K, ν), where λ is
some limit ordinal, is said to form a pseudo-Cauchy sequence if ν(zµ1 − zµ2) < ν(zµ2 − zµ3) for
all µ1 < µ2 < µ3 < λ. It follows from the triangle inequality that ν(zµ − zρ) = ν(zµ − zµ+1) for
all µ < ρ < λ. An element l in some valued field extension (L, ν) of (K, ν) is said to be a limit of
(zµ)µ<λ if ν(l − zµ) = ν(zµ − zµ+1) for all µ < λ.
Take a polynomial f(x) ∈ K[x] and a pseudo-Cauchy sequence (zµ)µ<λ over K. It follows from
Lemma 5 of [13] that the sequence (νf(zµ))µ<λ is either ultimately constant, or it is ultimately
monotonically increasing. If (νf(zµ))µ<λ is ultimately constant for all polynomials f over K, then
(zµ)µ<λ is said to be a pseudo-Cauchy sequence of transcendental type. Otherwise, it is of
algebraic type. For a pseudo-Cauchy sequence (zµ)µ<λ of algebraic type, a monic polynomial
f(x) ∈ K[x] of minimal degree such that (νf(zµ))µ<λ is ultimately monotonically increasing is said
to be an associated minimal polynomial of (zµ)µ<λ.

Proposition 2.2. Take an extension (K(y)|K, ν) and a pseudo-Cauchy sequence (zµ)µ<λ over
(K, ν). Then either y is a limit of (zµ)µ<λ, or, (ν(y − zµ))µ<λ is ultimately constant.

Proof. Consider the polynomial f(x) = x−y ∈ K(y)(x). Observe that (zµ)µ<λ is a pseudo-Cauchy
sequence over (K(y), ν). Assume that (ν(y− zµ))µ<λ = (νf(zµ))µ<λ is not ultimately constant. In
light of Lemma 5 of [13] the sequence (νf(zµ))µ<λ is ultimately monotonically increasing. So there
exists some ordinal µ0 < λ such that ν(y − zµ2) > ν(y − zµ1) for all µ0 < µ1 < µ2 < λ. It follows
from the triangle inequality that

ν(y − zµ) = ν(zµ − zµ+1) for all µ > µ0.

Now take any ordinal µ′ < µ0 and µ > µ0. Then ν(y − zµ) = ν(zµ − zµ+1) > ν(zµ − zµ′). As a
consequence of the triangle inequality, we now obtain that

ν(y − zµ) = ν(zµ − zµ+1) for all µ < λ.

Hence y is a limit of (zµ)µ<λ. �

2.5. Pure and weakly pure extensions. An extension (K(x)|K,ω) is said to be pure if it
satisfies one of the following conditions:

(PE1) ω(x− a) is not a torsion element modulo νK for some a ∈ K,
(PE2) ωb(x− a) = 0 and b(x− a)ω is transcendental over Kν for some a, b ∈ K,
(PE3) x is the limit of some pseudo-Cauchy sequence of transcendental type in (K, ν).
It has been shown in Lemma 3.5 of [17] that ωK(x)/νK is torsion free and Kν is relatively
algebraically closed in K(x)ω when (K(x)|K,ω) is a pure extension. As a consequence we obtain
the following facts:
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(i) In case (PE1), ωK(x) = νK ⊕ Zω(x− a) and K(x)ω = Kν.
(ii) In case (PE2), ωK(x) = νK and K(x)ω = Kν(b(x− a)ω).
An extension (K(x)|K,ω) is always pure when K is algebraically closed [Lemma 3.6, 17].

An extension (K(x)|K,ω) is said to be weakly pure if it is either pure, or there exist a, b ∈ K
and e ∈ N such that ωb(x− a)e = 0 and b(x− a)eω is transcendental over Kν.

2.6. Homogeneous Sequences. The notion of homogeneous sequences was introduced by Kuhlmann
[17, 7]. An element a is said to be strongly homogeneous over (K, ν) if a ∈ Ksep \K, the ex-
tension of ν from K to K(a) is unique and νa = kras (a,K).
Let (L|K, ν) be an extension of valued fields and a, y ∈ L. We will say that a is a homoge-
neous approximation of y over K if a − d is strongly homogeneous over K for some d ∈ K,
and ν(y − a) > ν(a − d). A sequence of elements (ai)i∈S in K, where S is an initial segment of
N and a0 := 0, is said to form a homogeneous sequence for y if ai − ai−1 is a homogeneous
approximation of y − ai−1 over K(a0, . . . , ai−1) for all i ∈ S.

2.7. Minimal pairs and key polynomials. Take a polynomial f(x) ∈ K[x] with deg f = n and
take a ∈ K. Write

f(x) =
n∑
i=0

ci(x− a)i

where ci ∈ K. Now take some γ in some ordered abelian group containing νK. Define the map
νa,γ : K[x] −→ νK + Zγ by setting

νa,γf := min{νci + iγ}.

Extend νa,γ canonically to K(x). Then νa,γ is a valuation on K(x) [Lemma 3.10, 17]. By definition,
νa,γ(x− a) = γ. Take any b ∈ K. Then νa,γ(x− b) = min{γ, ν(a− b)} ≤ γ. It follows that

(3) νa,γ(x− a) = γ = max νa,γ(x−K).

It has been shown in Theorem 3.11 of [17] that (K(x)|K,ω) is a valuation transcendental extension if
and only if ω = νa,γ for some a ∈ K and γ ∈ ωK(x). Further, the extension is value transcendental

if and only if γ /∈ νK and the extension is residue transcendental if and only if γ ∈ νK. Such a
pair (a, γ) is said to be a pair of definition for ω. A valuation transcendental extension can have
multiple pairs of definition. The following lemma, proved in Proposition 3 of [3], gives us a relation
between the different pairs of definition:

Lemma 2.3. Take a, a′ ∈ K and γ, γ′ in some ordered abelian group containing νK. Then,

νa,γ = νa′,γ′ if and only if γ = γ′ and ν(a− a′) ≥ γ.

The above lemma motivates the following definition:

Definition 2.4. A pair (a, γ) is said to be a minimal pair of definition for ω if (a, γ) is a pair
of definition for ω and for any b ∈ K,

ν(a− b) ≥ γ =⇒ [K(a) : K] ≤ [K(b) : K].

In other words, a is of minimal degree over K with the property that (a, γ) is a pair of definition
for ω. It follows from Theorem 3.11 of [17] that every valuation transcendental extension admits
a pair of definition. The well-ordering principle then implies that every valuation transcendental
extension admits a minimal pair of definition.
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Take a polynomial f(x) ∈ K[x]. We define

δ(f) := max{ω(x− a) | f(a) = 0}.

This notion has been introduced by Novacoski in [19]. It has been observed in [19] that for a fixed
valuation transcendental extension ω, the value δ(f) is independent of the extension ω of ω to
K(x). A root a of f such that δ(f) = ω(x − a) will be referred to as a maximal root of f . A
monic polynomial Q(x) ∈ K[x] is said to be a key polynomial of ω over K if for any f(x) ∈ K[x],
we have that

deg f < degQ =⇒ δ(f) < δ(Q).

Now take a monic polynomial Q(x) ∈ K[x]. Then any polynomial f(x) ∈ K[x] has a unique
expansion, called the Q-expansion, which is of the form

(4) f = f0 + f1Q+ . . .+ frQ
r,

where fi(x) ∈ K[x] such that deg fi < degQ. We have the map νQ : K[x] −→ ωK(x) given by

νQf := min{ωfi + iωQ}.

We can extend νQ by setting νQ(f/g) := νQf −νQg. A sufficient condition for νQ to be a valuation
on K(x) is that Q be a key polynomial of ω over K [Proposition 2.6, 20], but it is not a neces-
sary condition [Proposition 2.3, 19]. The connection between minimal pairs of definition and key
polynomials is explored in Theorem 1.1 of [19]:

Theorem 2.5. Take a monic irreducible polynomial Q(x) ∈ K[x]. Take a root a of Q(x) such that
δ(Q) = ω(x− a). Then (a, δ(Q)) is a minimal pair of definition for ω if and only if ω = νQ.

Corollary 2.6. Take a minimal pair of definition (a, γ) for ω and consider the minimal polynomial
Q(x) of a over K. Then ω = νQ. Further, Q is a key polynomial for ω.

Proof. By definition, we can take an extension ω of ω to K(x) which has (a, γ) as a minimal pair
of definition, that is, ω = νa,γ . It follows that

ω(x− a) = γ = maxω(x−K).

The maximality of γ then implies that δ(Q) = γ. It now follows from Theorem 1.1 of [19] that
ω = νQ. Take a polynomial f(x) ∈ K[x] such that deg f < degQ. The maximality of γ implies that
δ(f) ≤ δ(Q). Suppose that δ(f) = δ(Q). Then there exists some root z of f such that ω(x−z) = γ.
However, this implies that (z, γ) is also a pair of definition for ω, which contradicts the minimality
of (a, γ). Hence δ(f) < δ(Q) and thus Q(x) is a key polynomial for ω. �

3. Minimal pairs of definition for ω

Throughout the rest of the paper, ω denotes some valuation transcendental extension of ν to

K(x), ν denotes some extension of ν to a fixed algebraic closure K of K, and ω denotes some
common extension of ω and ν to K(x).

Minimal pairs of definition were used by Alexandru, Popescu and Zaharescu [3, 4, 5] to give a
very satisfactory description of residue transcendental extensions. We first provide a brief summary
of some of their important results. A proof of these statements can be obtained in Thereom 2.1 of
[4].
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Remark 3.1. Assume that ω is a residue transcendental extension of ν to K(x) with a minimal pair
of definition (a, γ). Take the minimal polynomial Q(x) of a over K. Take a polynomial g(x) ∈ K[x]
such that deg g < degQ. Then

ωg = νg(a).

Take a polynomial f(x) ∈ K[x] with the Q-expansion f = f0 + f1Q+ . . .+ frQ
r. Then,

ωf = min{νfi(a) + iωQ}.

We have that

ωK(x) = νK(a) + ZωQ and (ωK(x) : νK(a)) = e,

where e is the least natural number such that eωQ ∈ νK(a).

If h1, h2 are coprime polynomials over K, then we define the order of h1
h2

as

ord (
h1
h2

) := max{deg h1, deg h2}.

Now take g(x) ∈ K[x] such that deg g < degQ and νg(a) = ωg = ωQe. Then Qe

g is the element

of OK(x) of the smallest order such that Qe

g ω is transcendental over Kν. Further, K(a)ν can be

canonically identified with the relative algebraic closure of Kν in K(x)ω. Moreover,

K(x)ω = K(a)ν(
Qe

g
ω).

Now take some h(x) ∈ K[x] such that deg h < degQ and ωh = −eωQ. Then ωQeh = 0 and hence
(Qeh)ω ∈ K(x)ω. Further, observe that ω(gh) = 0 and hence

(hQe)ω = ((gh)ω)(
Qe

g
ω).

Suppose that (gh)ω is transcendental over Kν. It follows from Proposition 1.1 of [5] that there is
a root b of gh ∈ K[x] such that (b, γ) is a pair of definition for ω. So either g(b) = 0 or h(b) = 0.
However, the fact that deg g,deg h < degQ and the minimality of (a, γ) yields a contradiction
to the above assertion. Hence (gh)ω is algebraic over Kν. The fact that K(a)ν is the relative

algebraic closure of Kν in K(x)ω now implies that (gh)ω ∈ K(a)ν. It follows that K(a)ν(Q
e

g ω) =

K(a)ν((hQe)ω). We have thus obtained that

K(a)ν(
Qe

g
ω) = K(x)ω = K(a)ν((hQe)ω).

We now show that a value transcendental extension is completely described by a minimal pair
of definition. Recall that a minimal pair of definition always exists for a valuation transcendental
extension.

Lemma 3.2. Assume that ω is value transcendental. Take a minimal pair of definition (a, γ) for
ω and the minimal polynomial Q(x) of a over K. Then ωQ /∈ νK. Take a polynomial g(x) ∈ K[x]
such that deg g < degQ. Then ωg = νg(a). Take a polynomial f(x) ∈ K[x] with the Q-expansion
f = f0 + f1Q+ . . .+ frQ

r. Then,

ωf = min{νfi(a) + iωQ}.

Proof. It follows from Corollary 2.6 that ω = νQ. So for a polynomial f(x) ∈ K[x] with the given
Q-expansion, we have

(5) ωf = min{ωfi + iωQ}.
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Take g(x) ∈ K[x] with deg g < degQ. Write g(x) = c(x− b1) . . . (x− bm) where bi ∈ K and c ∈ K.
If ν(a − bi) > γ for some i, then (bi, γ) is a pair of definition for ω. The minimality of (a, γ) then
implies that [K(bi) : K] ≥ [K(a) : K]. But, [K(bi) : K] ≤ deg g < degQ = [K(a) : K]. Hence
ν(a− bi) < γ for each i, and thus, ω(x− bi) = ν(a− bi) ∈ νK. It follows that,

(6) deg g < degQ =⇒ ωg = νg(a) ∈ νK.

From (5) and (6) it follows that

ωf = min{νfi(a) + iωQ}.

Finally, we express Q(x) = (x− a)(x− a2) . . . (x− an). We have ω(x− a) = γ /∈ νK. Further, for
each i we have that ω(x− ai) = min{γ, ν(a− ai)}. Hence ωQ /∈ νK. �

Remark 3.3. Take notations and assumptions as in Lemma 3.2. Then ωK(x) = νK(a) ⊕ ZωQ
and K(x)ω = K(a)ν. The equality of the value groups is straightforward. To see the equality of
the residue fields, we first observe that (K(a, x)|K(a), ω) is a pure value transcendental extension.
Consequently, K(a, x)ω = K(a)ν. It follows that

K(x)ω ⊆ K(a, x)ω = K(a)ν.

Now take g(x) ∈ K[x] with deg g < degQ and ωg = 0. Consider the expansion

g(x) = g(a) +
m∑
i=1

ci(x− a)i.

Observe that all the monomials in the above expansion have distinct values. It now follows from
Lemma 3.2 and the triangle inequality that

ωg = 0 = νg(a) < ω[ci(x− a)i] for all i.

Consequently,

ω(g(x)− g(a)) = min{ω[ci(x− a)i] | i = 1, . . . ,m} > 0.

We have thus obtained that g(x)ω = g(a)ν. Since this holds for any arbitrary g(a)ν ∈ K(a)ν, we
have

K(a)ν ⊆ K(x)ω.

Hence we have arrived at the equality

K(x)ω = K(a)ν.

In Theorem 3.1 of [5] it is shown that every residue transcendental extension of ν to K(x) has
a minimal pair of definition (a, γ) ∈ K × νK where a is separable over K. However, this is not
necessarily true for a value transcendental extension.

Lemma 3.4. Assume that (a, γ) is a minimal pair of definition for ω and γ > νK. Then ω is
value transcendental and (a, γ) is the unique pair of definition for ω.

Proof. The fact that γ is not contained in the divisible group νK implies that γ is torsion free
modulo νK. Consequently, ω is a value transcendental extension. Suppose that (b, γ) is another
pair of definition for ω for some b ∈ K with b 6= a. Then ν(a − b) > γ, which contradicts our
assumption. Hence (a, γ) is the unique pair of definition for ω. �

Corollary 3.5. Assume that K is not perfect. Then there exists a value transcendental extension
ω of ν to K(x) with a unique pair of definition (a, γ) such that a is not separable over K.
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Proof. Consider the ordered abelian group Γ := Z ⊕ νK equipped with the lexicographic order.
Take some a ∈ K \ Ksep and set γ := (1, 0). Take the extension ω := νa,γ of ν to K(x) and set

ω := ω|K(x). Observe that γ > νK. The result now follows from the preceding lemma. �

Proposition 3.6. Assume that νK is cofinal in ωK(x). Then ω has a minimal pair of definition
(b, γ) such that b is separable over K.

Proof. Observe that ωK(x)/ωK(x) is a torsion group and hence ωK(x) is cofinal in ωK(x). Then
the fact that νK is cofinal in ωK(x) implies that νK is cofinal in ωK(x). The proof is now identical
to the proof of Theorem 3.1 of [5]. �

We combine the preceding observations in the next theorem.

Theorem 3.7. Take a minimal pair of definition (a, γ) for ω. Then the following cases are possible:

(i) γ > νK. Then ω is value transcendental and (a, γ) is the unique pair of definition for ω.
(ii) νK is cofinal in ωK(x). Then there exists a minimal pair of definition (b, γ) for ω such that b
is separable over K.

We now consider the following question: given a pair of definition (a, γ) for ω, can we construct
a minimal pair of definition for ω? We illustrate a solution in the particular case when K(a)|K is
a defectless extension of henselian valued fields. Assume that (K, ν) is henselian and take a ∈ K.
Consider the set

M(a) := {ν(a− z) | z ∈ K and [K(z) : K] < [K(a) : K]}.

The maximum of M(a), whenever it exists, is denoted by δ(a,K). It has been shown in Theorem
1.3 of [6] that M(a) admits a maximum whenever (K(a)|K, ν) is a defectless extension. A pair
(a, z) ∈ K×K is said to form a distinguished pair if [K(z) : K] < [K(a) : K], ν(a−z) = δ(a,K)
and [K(z) : K] is minimal with respect to this property. A chain a := a0, a1, . . . , an of elements
in K is said to form a complete distinguished chain if (ai, ai+1) is a distinguished pair for
each i = 0, . . . , n − 1 and an ∈ K. Observe that in this case we have δ(a,K) > δ(a1,K) > . . . >
δ(an,K) = νan. The following is Theorem 1.2 of [2]:

Theorem 3.8. Take a henselian valued field (K, ν). Then an element a ∈ K has a complete
distinguished chain if and only if (K(a)|K, ν) is a defectless extension.

We now take a henselian valued field (K, ν) and a pair of definition (a, γ) for ω. When γ > νK
then (a, γ) is the unique pair of definition for ω. So we restrict our attention to the case when νK
is cofinal in ωK(x). Assume that (K(a)|K, ν) is a defectless extension. Then we have a complete
distinguised chain a = a0, a1, . . . , an. We first consider the case when γ > δ(a,K). If (b, γ) is
another pair of definition for ω, then ν(a − b) ≥ γ > δ(a,K) and hence [K(b) : K] ≥ [K(a) : K].
It follows that (a, γ) is a minimal pair of definition for ω. Now assume that γ ≤ δ(a,K). Then
ν(a − a1) = δ(a,K) ≥ γ and hence (a1, γ) is a pair of definition for ω. If γ > δ(a1,K) then
(a1, γ) is a minimal pair of definition from our preceding discussions. Otherwise γ ≤ δ(a1,K). If
γ ≤ δ(ai,K) for all i = 0, . . . , n − 1, then ν(an − an−1) = δ(an−1,K) ≥ γ and hence (an, γ) is a
pair of definition for ω. The fact that an ∈ K implies that (an, γ) is a minimal pair of definition
for ω. Otherwise, we can choose some i ∈ {0, . . . , n − 1} such that γ > δ(ai,K) and i is minimal
with respect to this property. We conclude from our preceding arguments that (ai, γ) is a minimal
pair of definition for ω. We have thus obtained the following result:
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Theorem 3.9. Take a pair of definition (a, γ) for ω. Assume that (K, ν) is henselian and
(K(a)|K, ν) is a defectless extension. Take a complete distinguished chain a = a0, a1, . . . , an of
a. Then (ai, γ) is a minimal pair of definition for ω for some i ∈ {0, . . . , n}.

We now show that two simultaneous extensions of ω and ν to K(x) are closely related.

Lemma 3.10. Let ω and ω′ be two extensions of ω to K(x) with minimal pairs of definition (a, γ)
and (a′, γ′) respectively. Take the minimal polynomials Q(x) and Q′(x) of a and a′ over K. Then
γ = γ′, degQ = degQ′ and ωQ = ωQ′.

Proof. From Corollary 2.6 we have that νQ = ω = νQ′ and Q and Q′ are key polynomials for ω.
Proposition 2.10 of [20] gives us that

degQ < degQ′ =⇒ δ(Q) < δ(Q′) =⇒ νQQ
′ < ωQ′.

Then the fact that ω = νQ implies degQ ≥ degQ′. Similarly we obtain degQ′ ≥ degQ and hence
degQ = degQ′. We can further observe that δ(Q) = δ(Q′), that is, γ = γ′. Again from Proposition
2.10 (iii) of [20] we have,

ωQ < ωQ′ ⇐⇒ νQQ
′ < ωQ′ ⇐⇒ δ(Q) < δ(Q′).

It follows that ωQ = ωQ′. �

The following is Theorem 2.2 of [5]:

Theorem 3.11. Let ω and ω′ be two residue transcendental extensions of ν to K(x). Then the
following statements are equivalent:

(i) ω|K(x) = ω′|K(x),

(ii) there exist minimal pairs of definition (a, γ) and (a′, γ′) of ω and ω′ such that the following
conditions are fulfilled:

(a) γ = γ′ and a, a′ are conjugates over K,
(b) if g(x) ∈ K[x] is such that deg g < [K(a) : K], then νg(a) = νg(a′).

In the next theorem, we show that analogous results hold in the case of value transcendental
extensions as well.

Theorem 3.12. Let ω and ω′ be two value transcendental extensions of ν to K(x). Then the
following are equivalent:

(i) ω|K(x) = ω′|K(x),

(ii) there exist minimal pairs of definition (a, γ) and (a′, γ′) for ω and ω′ respectively such that a
and a′ are conjugates over K.
In this case we have that γ = γ′. Further, for any polynomial g(x) ∈ K[x] with deg g < [K(a) : K],
we have that νg(a) = νg(a′).

Proof. We first prove the forward direction of the equivalence. Set ω := ω|K(x) = ω′|K(x). Take

minimal pairs of definition (a, γ) and (b, γ′) for ω and ω′ respectively, and consider the minimal
polynomials Q and Q′ of a and b over K. It follows from Lemma 3.10 that γ = γ′ and degQ =
degQ′. The fact that δ(Q) is independent of the extension of ω implies that ω′(x − a′) = γ for
some conjugate a′ of a. Hence (a′, γ) is a pair of definition for ω′. The fact that degQ = degQ′

then implies that (a′, γ) is a minimal pair of definition for ω′.

We now prove the reverse direction. Take minimal pairs of definition (a, γ) and (a′, γ′) for ω and
ω′ respectively such that a and a′ are conjugates over K. Take the minimal polynomial Q(x) of a
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over K. Then Q(x) is also the minimal polynomial of a′ over K. It now follows from Corollary 2.6
that ω|K(x) = νQ = ω′|K(x).

We now assume that ω and ω′ coincide on K(x) and we denote the restricted valuation by ω.
It follows from Lemma 3.2 that if g(x) ∈ K[x] is a polynomial such that deg g < [K(a) : K], then
νg(a) = ωg = νg(a′). �

Corollary 3.13. There exist finitely many simultaneous extensions of ω and ν to K(x).

Proof. Let ω be a simultaneous extension of ω and ν and let (a, γ) be a minimal pair of definition
for it. It follows from Theorem 3.11 and Theorem 3.12 that any other simultaneous extension has
a minimal pair of definition of the form (a′, γ), where a′ is a conjugate of a. Hence there are at
most [K(a) : K] distinct simultaneous extensions of ω and ν to K(x). �

Remark 3.14. Take a minimal pair of deinition (a, γ) for ω. Following the notation of [5], we define:

[K : ω] := [K(a) : K].

Take an extension ω of ω to K(x) such that (a, γ) is a minimal pair of definition for ω. We observe
that [K : ω] does not depend on the choice of the minimal pair of definition for ω. It follows from
Lemma 3.10 that [K : ω] is also independent of the extension ω and the valuation ν. Hence [K : ω]
depends only on K and the value transcendental extension ω.

4. Minimal fields of definition for ω

Definition 4.1. Take a minimal pair of definition (a, γ) for a valuation transcendental extension
ω of ν to K(x). The field K(a) is then said to be a minimal field of definition for ω.

Throughout the rest of the paper, given a minimal field of definition K(a) for ω, we will fix an

extension ω which has (a, γ) as a minimal pair of definition for some γ ∈ ωK(x). Further, we will

fix an extension of ω to K(x) and denote it again by ω.
We observe that the minimal fields of definition share some common ramification theoretic prop-

erties.

Proposition 4.2. Take two extensions ω and ω′ of ω to K(x) with minimal pairs of definition
(a, γ) and (a′, γ) respectively. Then (ωK(a) : νK) = (ω′K(a′) : νK) and K(a)ω = K(a′)ω′.

Proof. Take the minimal polynomials Q(x) ∈ K[x] and Q′(x) ∈ K[x] of a and a′ over K. It follows
from Corollary 2.6 that νQ = ω = νQ′ . We also obtain from Lemma 3.10 that ωQ = ωQ′ and
degQ = degQ′.

Assume that ω is value transcendental. We directly observe from Remark 3.3 that K(a)ω =
K(x)ω = K(a′)ω′. Further, ωK(a) ⊕ ZωQ = ωK(x) = ω′K(a′) ⊕ ZωQ as ωQ = ωQ′. It follows
that ωK(a) = ω′K(a′).

We now assume that ω is residue transcendental. We observe from Remark 3.1 that K(a)ω is
the relative algebraic closure of Kν in K(x)ω, and the same observation also holds for K(a′)ω′.
Hence K(a)ω = K(a′)ω′. Take the least positive integers e and e′ such that eωQ ∈ ωK(a) and

e′ωQ′ ∈ ω′K(a′). Take polynomials g, g′ in K[x] such that deg g,deg g′ < degQ and ωQ
e

g = 0 =

ωQ
′e′

g′ . Then it follows from Remark 3.1 that Qe

g and Q′e
′

g′ are the elements of smallest order in

OK(x) such that their residues are transcendental over Kν. Consequently,

edegQ = ord (
Qe

g
) = ord (

Q′e
′

g′
) = e′ degQ′ =⇒ e = e′,
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since degQ = degQ′. It further follows from Remark 3.1 that

e(ωK(a) : νK) = (ωK(x) : νK) = e(ω′K(a′) : νK).

As a consequence we obtain that (ωK(a) : νK) = (ω′K(a′) : νK). �

The following corollary is now immediate:

Corollary 4.3. A minimal field of definition for ω is an immediate extension of (K, ν) if and only
if every minimal field of definition for ω is an immediate extension of (K, ν). Further, assume that
(K, ν) is henselian. Then a minimal field of definition for ω is a defectless (resp. tame, purely
wild) extension of (K, ν) if and only if every minimal field of definition for ω is a defectless (resp.
tame, purely wild) extension of (K, ν).

5. Proof of Theorem 1.1

Recall that

IC(K(x)|K,ω) := K ∩K(x)h.

The fact that K(x)h is separable over K implies that IC(K(x)|K,ω) is a separable-algebraic
extension of K.

Lemma 5.1. Take a pair of definition (a, γ) for ω. Then (K(a, x)|K(a), ω) is a weakly pure
extension and IC(K(a, x)|K(a), ω) = K(a)h.

Proof. We first consider that ω is value transcendental. Then ω(x − a) is not a torsion element
modulo νK(a) and hence (K(a, x)|K(a), ω) is a pure extension.

We now assume that ω is residue transcendental. Choose the smallest positive integer e such
that eγ ∈ νK(a). Take d ∈ K(a) such that νd = −eγ, that is, ωd(x − a)e = 0. Suppose that
d(x− a)eω is algebraic over K(a)ν. Then there exist ci ∈ OK(a) such that

(d(x− a)eω)n + (cn−1ν)(d(x− a)eω)n−1 + . . .+ (c1ν)d(x− a)eω + c0ν = 0.

It follows that

ω[(d(x− a)e)n + cn−1(d(x− a)e)n−1 + . . .+ c1d(x− a)e + c0] > 0.

The fact that (a, γ) is a pair of definition for ω implies that ω = νa,γ . Let g(x) be the polynomial

given by g(x) := (d(x− a)e)n +
∑n−1

i=0 ci(d(x− a)e)i. By definition,

ωg = min{ω(d(x− a)e)n, ω[ci(d(x− a)e)i] | i = 0, . . . , n− 1}.

For any i ∈ {0, . . . , n− 1}, we observe that

ω[ci(d(x− a)e)i] = νci ≥ 0.

Further, ω(d(x − a)e)n = 0. It follows that ωg = 0 which contradicts our previous observation.
Thus d(x− a)eω is transcendental over K(a)ν. Hence (K(a, x)|K(a), ω) is weakly pure.

It now follows from Lemma 3.7 of [17] that IC(K(a, x)|K(a), ω) = K(a)h. �

We now provide a proof of Theorem 1.1.
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Proof. Observe that IC(K(x)|K,ω) = K ∩K(x)h ⊆ K ∩K(a, x)h = IC(K(a, x)|K(a), ω). It then
follows from Lemma 5.1 that

IC(K(x)|K,ω) ⊆ K(a)h.

We first assume that ω is residue transcendental. The fact that K(b1) is contained in the absolute
inertia field of (K, ν) implies that K(b1, x) is contained in the absolute inertia field of (K(x), ω)
[Theorem 3(2), 10]. Further, K(b1)ν is a subfield of K(a)ν, which in turn is a subfield of K(x)ω
by Remark 3.1. It now follows from [Theorem 3(2), 10] that K(b1, x) is contained in K(x)h. Thus
K(b1) ⊆ K ∩K(x)h = IC(K(x)|K,ω). Since the implicit constant field is henselian, it follows that
K(b1)

h ⊆ IC(K(x)|K,ω).

We now assume that ω is value transcendental. Consider the value transcendental extension
(K(b2, x)|K(b2), ω). Take γ ∈ ωK(x) \ νK such that (a, γ) is a minimal pair of definition for
ω. Then (a, γ) is a pair of definition for ω over K(b2). Suppose that (a, γ) is not a minimal
pair of definition for ω over K(b2). Then there exists some a′ ∈ K such that ν(a − a′) > γ and
[K(b2, a

′) : K(b2)] < [K(b2, a) : K(b2)]. Consequently, [K(b2, a
′) : K] < [K(b2, a) : K]. The fact

that b2 ∈ K(a) then implies that [K(b2, a
′) : K] < [K(a) : K]. We further observe that the fact

ν(a− a′) > γ implies that (a′, γ) is a pair of definition for ω. Then (a, γ) being a minimal pair of
definition for ω implies that [K(a) : K] ≤ [K(a′) : K]. We thus have the relation:

[K(a′) : K] ≤ [K(b2, a
′) : K] < [K(a) : K] ≤ [K(a′) : K],

which is not possible. Hence (a, γ) is a minimal pair of definition for ω over K(b2). Applying the
observations of Remark 3.3 to the extension (K(b2, x)|K(b2), ω), we obtain that K(b2, x)ω = K(a)ν.
It follows that

K(b2, x)ω = K(x)ω.

The fact that K(b2) is contained in the absolute ramification field of (K, ν) implies that K(b2, x)
is contained in the absolute ramification field of (K(x), ω) [Theorem 3(1), 10]. Further, νK(b2)
is a subgroup of νK(a). We thus obtain from Remark 3.3 that νK(b2) is a subgroup of ωK(x).
Hence it follows from [Theorem 3(1), 10] that K(b2, x) is contained in the absolute inertia field of
(K(x), ω). As a consequence we obtain that

ωK(b2, x) = ωK(x).

Thus (K(b2, x)|K(x), ω) is an immediate extension. The fact that the henselization is an immediate
extension implies that (K(b2, x)h|K(x)h, ω) is also immediate. Now, (K(b2, x)h|K(x)h, ω) is an
immediate subextension of the defectless extension (K(x)i|K(x)h, ω). Hence, K(x)h = K(b2, x)h.
Thus b2 ∈ K(x)h and hence K(b2) ⊆ K ∩ K(x)h = IC(K(x)|K,ω). Since the implicit constant
field is henselian, it follows that K(b2)

h ⊆ IC(K(x)|K,ω). We have thus proved the theorem. �

Corollary 5.2. Take a minimal field of definition K(a) for ω. If ω is residue transcendental and
a is contained in the absolute inertia field of (K, ν), then IC(K(x)|K,ω) = K(a)h. If ω is value
transcendental and a is contained in the absolute ramification field of (K, ν), then IC(K(x)|K,ω) =
K(a)h.

In this next result, we use the notion of homogenoeus sequences to observe that IC(K(x)|K,ω) =
K(a) whenever (K(a)|K, ν) is a tame extension of henselian valued fields.

Proposition 5.3. Take a minimal field of definition K(a) for ω. Assume that (K, ν) is henselian
and K(a) is contained in the absolute ramification field of (K, ν). Then IC(K(x)|K,ω) = K(a).
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Proof. Take γ ∈ ωK(x) such that (a, γ) is a minimal pair of definition for ω. The fact that
(K(a)|K, ν) is a tame extension of henselian valued fields implies that there exists a finite homoge-
neous sequence (a1, . . . , an) for a over (K, ν) such that a ∈ K(an) [Proposition 3.11, 7]. It follows
from Lemma 3.7 of [7] that K(a1, . . . , an) = K(an) ⊆ K(a). Consequently,

K(a) = K(an).

Take any i < n. Suppose that ν(a − ai) ≥ γ. Then (ai, γ) is also a pair of definition for ω. The
minimality of (a, γ) then implies that [K(a) : K] ≤ [K(ai) : K]. It follows from the definition of
homogeneous sequences that an /∈ K(a1, . . . , an−1). Hence we have the relation

[K(a) : K] ≤ [K(ai) : K] < [K(an) : K] = [K(a) : K],

which is not possible. Thus,

ν(a− ai) < γ = ω(a− x) for all i < n.

If ν(a− an) < γ then (a1, . . . , an) forms a homogeneous sequence for x over (K, ν) [Lemma 3.6, 7].
Otherwise, assume that ν(a − an) ≥ γ. Then (an, γ) is also a minimal pair of definition for

ω. By definition, ai − ai−1 is a homogeneous approximation of a − ai−1 over (K(ai−1), ν) for all
i = 1, . . . , n. Hence there exists di−1 ∈ K(ai−1) such that ai− ai−1− di−1 is strongly homogeneous
over (K(ai−1), ν) and ν(a−ai) > ν(ai−ai−1−di−1). Take any i < n. Then ν(a−ai) < γ = ω(a−x)
and consequently,

ω(x− ai) = ν(a− ai) > ν(ai − ai−1 − di−1).
Thus ai−ai−1 is a homogeneous approximation of x−ai−1 over (K(ai−1), ν) for all i < n. Suppose
that ν(an−an−1−dn−1) ≥ γ. The fact that (an, γ) is a minimal pair of definition for ω then implies
that (an−1+dn−1, γ) is a pair of definition for ω and [K(an) : K] ≤ [K(an−1+dn−1) : K]. However,
the observation K(an−1 + dn−1) ⊆ K(an−1) ( K(an) now yields a contradiction. It follows that

ω(x− an) = γ > ν(an − an−1 − dn−1).
Thus an − an−1 is a homogeneous approximation of x − an−1 over (K(an−1), ν). We have thus
obtained that (a1, . . . , an) forms a homogeneous sequence for x over (K, ν).

The observation K(a) = K(an), coupled with Lemma 5.1, then implies that (K(an, x)|K(an), ω)
is weakly pure. The assertion of the proposition now follows from Theorem 3.9 of [7]. �

6. Proof of Theorem 1.3

Lemma 6.1. Assume that ω is residue transcendental and take a minimal pair of definition
(a, γ) for ω. Let f1(x), . . . , ft(x), g1(x), . . . , gs(x) be polynomials over K and d ∈ K(a) such that
deg fi, deg gj < [K(a) : K] for all i, j, and ω(df1 . . . ft) = ω(g1 . . . gs). Then

df1, . . . ft
g1 . . . gs

ω ∈ K(a)ν.

Proof. Suppose that df1,...ft
g1...gs

ω is transcendental over Kν. It follows from Proposition 1.1 of [5] that

there exists a root b of df1 . . . ftg1 . . . gs ∈ K(a)[x] such that (b, γ) is a pair of definition for ω. Hence
either fi(b) = 0 or gj(b) = 0 for some i, j, and ν(a−b) ≥ γ. The fact that deg fi, deg gj < [K(a) : K],

coupled with the minimality of (a, γ) leads to a contradiction. Hence df1,...ft
g1...gs

ω is algebraic over Kν.

We observe that df1,...ft
g1...gs

∈ K(a, x). It follows from Remark [3.1] that K(a)ν is the relative algebraic

closure of Kν in K(a, x)ω. We have thus proved the lemma. �

We now provide a proof of Theorem 1.3.
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Proof. We first assume that γ > kras (a,K). It follows from Lemma 2.1 that a ∈ K(x)h. As a
consequence we obtain that K(a) ⊆ IC(K(x)|K,ω). The fact that the implicit constant field is
henselian, coupled with Theorem 1.1, gives us that IC(K(x)|K,ω) = K(a)h.

We now assume that ω is value transcendental, ν admits a unique extension from K to K(a)
and γ < kras (a,K). Take the minimal polynomial Q(x) of a over K and write Q(x) = (x− a)(x−
a2) . . . (x − an). Assume that ν(a − ai) > γ for exactly j many conjugates ai of a, including a
itself. The fact that γ < kras (a,K) implies that j > 1. Further, whenever ν(a − ai) < γ, then
ω(x− ai) = ν(a− ai) ∈ νK. It follows that

ωQ = jγ + νc

for some c ∈ K. From Remark 3.3 we now obtain that

ωK(x) = νK(a)⊕ Z(jγ + νc).

Now, (K(a, x)|K(a), ω) being a pure value transcendental extension implies that

ωK(a, x) = νK(a)⊕ Zγ.

The fact that ωK(x) is a subgroup of ωK(a, x) then implies that jγ + νc ∈ νK(a) ⊕ Zγ. As a
consequence we obtain that νc ∈ νK(a). Hence,

ωK(x) = νK(a)⊕ Zjγ.

Thus (ωK(a, x) : ωK(x)) = j. Taking henselizations, we obtain that

(ωK(a, x)h : ωK(x)h) = j > 1.

Thus a /∈ K(x)h and consequently, a /∈ IC(K(x)|K,ω). It now follows from (2) that

IC(K(x)|K,ω) ( K(a)h.

We now assume that ω is residue transcendental, γ ≤ kras (a,K) and there is a unique extension
of ν from K to K(a). If ωK(a, x) 6= ωK(x), then K(a, x)h 6= K(x)h and consequently a /∈ K(x)h.
It follows from (1) that IC(K(x)|K,ω) ( K(a)h.

We now focus our attention to the case when ωK(a, x) = ωK(x). Then (ωK(a, x) : νK(a)) =
(ωK(x) : νK(a)). Take the smallest positive integer e such that eγ ∈ νK(a). It follows from
Remark 3.1 that (ωK(a, x) : νK(a)) = e. Further, e is also the smallest positive integer such that
eωQ ∈ νK(a), where Q(x) is the minimal polynomial of a over K.

Write

Q(x) = (x− a) . . . (x− aj) . . . (x− an),

where ν(a − ai) ≥ γ for 2 ≤ i ≤ j, and ν(a − ai) < γ otherwise. The fact that eγ, eωQ ∈ νK(a)
implies that eω((x − aj+1) . . . (x − an)) ∈ νK(a). Take polynomials f(x), g(x), h(x) over K with
deg f, deg g,deg h < degQ such that

ωg = νg(a) = −eγ,
ωh = −eω((x− aj+1) . . . (x− an)),

ωf = −eωQ.

It follows that

ωf = −eωQ = −ejγ − eω((x− aj+1) . . . (x− an)) = ω(gjh).
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From Remark 3.1 we obtain that K(x)ω = K(a)ν(fQeω). It follows from Lemma 6.1 that gjh
f ω ∈

K(a)ν. Thus,

K(a)ν((gjhQe)ω) = K(a)ν((
gjh

f
)ω(fQe)ω) = K(a)ν((fQe)ω).

We have now obtained that

(7) K(x)ω = K(a)ν((gjhQe)ω).

Applying the observations of Remark 3.1 to the residue transcendental extension (K(a, x)|K(a), ω),

we observe that K(a, x)ω = K(a)ν(g(a)(x−a)eω). It follows from Lemma 6.1 that g(a)
g ω ∈ K(a)ν.

Consequently,

K(a)ν(g(x− a)eω) = K(a)ν((
g(a)

g
)ω(g(x− a)e)ω) = K(a)ν(g(a)(x− a)e)ω.

We have thus obtained that

(8) K(a, x)ω = K(a)ν(g(x− a)eω).

Write Qe =
∑ne

i=e ci(x− a)i where ci ∈ K(a). Then

gjhQe =

ne∑
i=e

gjhci(x− a)i.

Now (a, γ) being a pair of definition for ω implies that ω = νa,γ . By definition, νci + iγ ≥ eωQ =
−ω(gjh) for all i. It follows that ω(gjhci(x− a)i) ≥ 0 for all i. Thus,

(gjhQe)ω =

ne∑
i=e

(gjhci(x− a)i)ω.

Consider some index i which is not a multiple of e. Write i = te+ i′ where 1 ≤ i′ ≤ e− 1. Suppose
that ω(gjh) + νci + iγ = 0. The facts that ci ∈ K(a) and ω(gjh) = −eωQ ∈ νK(a) implies that
iγ ∈ νK(a). It follows that i′γ ∈ νK(a). However, this contradicts the minimality of e. Thus,
ω(gjhci(x− a)i) > 0 whenever i is not a multiple of e. Consequently,

(gjhQe)ω =
n∑
i=1

(gjhcie(x− a)ie)ω =
n∑
i=1

(gj−ihcie(g(x− a)e)i)ω.

The fact that ω(g(x − a)e) = 0 implies that ω(gj−ihcie) ≥ 0. We can thus rewrite the above
expression as

(gjhQe)ω =

n∑
i=1

(gj−ihcie)ω(g(x− a)eω)i.

It follows from Lemma 6.1 that whenever ω(gj−ihcie) = 0, then the residue (gj−ihcie)ω is contained
in K(a)ν. Hence,

(9) (gjhQe)ω =

n∑
i=1

(gj−ihcie)ω(g(x− a)eω)i ∈ K(a)ν[g(x− a)eω].

The coefficient of (g(x − a)eω)j in (gjhQe)ω is given by (hcje)ω. Now, cje is the coefficient of
(x− a)je in Qe. Hence,

cje = (−1)ne−jeEne−je(0, . . . , 0, a2 − a, . . . , a2 − a, . . . , an − a, . . . , an − a),
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where 0 and ai − a appear e times for each i, and Ene−je(x1, . . . , xne) is the (ne − je)-th elemen-
tary symmetric polynomial in the variables x1, . . . , xne. Each contributing term in the expression
Ene−je(0, . . . , 0, a2 − a, . . . , a2 − a, . . . , an − a, . . . , an − a) is of the form (at1 − a) . . . (atne−je − a),
where at1 , . . . , atne−je ∈ {a, a2, . . . , an}. For all t > j we have that ν(a− at) < γ and consequently
ω(x−at) = ν(a−at). If {at1 , . . . , atne−je} = {aj+1, . . . , an} with each term appearing e times, then

ν((at1 − a) . . . (atne−je − a)) = eν((aj+1 − a) . . . (an − a)) = −ωh.

Otherwise, there is some (atk − a) whose value is at least γ. In that case, we observe that

ν((at1 − a) . . . (atne−je − a)) > eν((aj+1 − a) . . . (an − a)).

It then follows from the triangle inequality that

νcje = νEne−je(0, . . . , 0, a2 − a, . . . , a2 − a, . . . , an − a, . . . , an − a) = −ωh.

Thus

(10) (hcje)ω 6= 0.

Now consider some i > j. The coefficient of (g(x− a)eω)i in (gjhQe)ω is given by (gj−ihcie)ω. We
observe that

cie = (−1)ne−ieEne−ie(0, . . . , 0, a2 − a, . . . , a2 − a, . . . , an − a, . . . , an − a).

Take any contributing factor in the expression of Ene−ie of the form (at1 − a) . . . (atne−ie−a) where
at1 , . . . , atne−ie ∈ {a, a2, . . . , an}. The facts that ne − ie < ne − je and ν(a − at) < γ for all t > j
imply that

ν((at1 − a) . . . (atne−ie−a)) + (ie− je)γ > eν((aj+1 − a) . . . (an − a)).

It follows that νcie + (ie− je)γ + ωh > 0 for all i. Consequently,

(11) (gj−ihcie)ω = 0 for all i > j.

We have thus obtained from (10) and (11) that

(12) deg(gjhQe)ω = j.

In light of (7), (8) and (9) we observe that

[K(a, x)ω : K(x)ω] = deg(gjhQe)ω = j.

The assumption γ ≤ kras (a,K) implies that j > 1. Hence K(x)ω 6= K(a, x)ω and consequently
a /∈ K(x)h. It now follows from (1) that IC(K(x)|K,ω) ( K(a)h. �

Corollary 6.2. Take a minimal pair of definition (a, γ) for ω. Assume that a is separable over
K, [K(a) : K] is a prime number and that there is a unique extension of ν from K to K(a). Then
IC(K(x)|K,ω) = Kh if and only if γ ≤ kras (a,K). Otherwise, IC(K(x)|K,ω) = K(a)h.

Proof. The fact that ν admits a unique extension to K(a) implies that Kh and K(a) are linearly
disjoint over K [Lemma 2.1, 8]. Thus [K(a)h : Kh] = [K(a) : K] is a prime number. It follows
from Theorem 1.3(ii) and Theorem 1.3(iii) that Kh ⊆ IC(K(x)|K,ω) ( K(a)h if γ ≤ kras (a,K).
The fact that [K(a)h : Kh] is prime then implies that IC(K(x)|K,ω) = Kh. If γ > kras (a,K),
then we have IC(K(x)|K,ω) = K(a)h by Theorem 1.3(i). We thus have the result. �

We can employ Theorem 1.3 to give a satisfactory description of IC(K(x)|K,ω) when (K, ν) is
either henselian or has rank one. We first prove the following lemma.
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Lemma 6.3. Assume that (K, ν) is either henselian or has rank one. Further, assume that νK is
cofinal in ωK(x). Take a key polynomial Q(x) for ω over K. Then Q(x) is irreducible over Kh.

Proof. A key polynomial is irreducible by definition, hence the assertion is trivial when (K, ν)
is henselian. We now consider that (K, ν) has rank one. Suppose that Q is reducible over Kh.
Consider a decomposition Q = fg where f, g ∈ Kh[x] and deg f, deg g ≥ 1. Take a maximal root a
of Q. Without any loss of generality, we can assume that f(a) = 0. It follows that

δ(f) = δ(Q).

The fact that νK is cofinal in ωK(x) implies that νK is cofinal in ωK(x). Hence there exists
α ∈ νK such that

α > max{0, δ(Q)}.

Write f(x) as

f(x) =

m∑
i=1

bix
i = (x− a1) . . . (x− am),

where bi ∈ Kh and ai ∈ K. At this point, we invoke the theorem of “continuity of roots” [cf. 14].
Consider a polynomial f ′(x) ∈ Kh[x] given by

f ′(x) =
m∑
i=1

b′ix
i = (x− a′1) . . . (x− a′m).

It follows from the continuity of roots that there exists β ∈ νK such that ν(ai − a′i) > α for all i
whenever ν(bi−b′i) > β for all i. Now, the fact that (K, ν) has rank one implies that Kh is a subfield

of the completion K̂. Hence we can choose f ′(x) ∈ K[x] with b′i ∈ K such that ν(bi − b′i) > β for
all i. It follows that ν(a − a′) > α > ω(x − a) and consequently ω(x − a) = ω(x − a′). We have
thus obtained that

f ′(x) ∈ K[x] and δ(f ′) ≥ δ(Q).

However, deg f ′ = deg f < degQ. The above observation now contradits the assumption that Q is
a key polynomial for ω over K. It follows that Q is irreducible over Kh. �

Let assumptions be as in Lemma 6.3. Recall from Theorem 3.7 that we can always choose a
minimal pair of definition (a, γ) for ω with a separable over K. Take the minimal polynomial Q(x)
of a over K. It follows from Corollary 2.6 that Q is a key polynomial for ω over K. The preceding
lemma then implies that Q is irreducible over Kh, that is, K(a) and Kh are linearly disjoint over
K. It follows from Lemma 2.1 of [8] that there is a unique extension of ν from K to K(a). The
following result is then a direct consequence of Theorem 1.3:

Corollary 6.4. Let assumptions be as in Lemma 6.3. Take a minimal pair of definition (a, γ) for
ω such that a is separable over K. Then

IC(K(x)|K,ω) = K(a)h if and only if γ > kras (a,K).

7. Other results

Proposition 7.1. Take a minimal field of definition K(a) for ω. Assume that a is purely insepa-
rable over K. Then IC(K(x)|K,ω) = Kh.
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Proof. Take γ ∈ ωK(x) such that (a, γ) is a pair of definition for ω. Then (a, γ) is also a pair
of definition for ω over Kh. It follows from Lemma 5.1 that (Kh(a, x)|Kh(a), ω) is a weakly pure
extension and that IC(Kh(a, x)|Kh(a), ω) = Kh(a). As a consequence, IC(Kh(x)|Kh, ω) ⊆ Kh(a).
Now, a being purely inseparable over K is again purely inseparable over Kh. Consequently, Kh(a) is
a purely inseparable extension of Kh. On the other hand, IC(Kh(x)|Kh, ω) is a separable-algebraic
extension of Kh. Thus IC(Kh(x)|Kh, ω)∩Kh(a) = Kh. The fact that IC(Kh(x)|Kh, ω) ⊆ Kh(a)
then implies that IC(Kh(x)|Kh, ω) = Kh. We further observe that Kh(x) ⊂ K(x)h ⊆ (Kh(x))h.
The fact that K(x)h is henselian then implies that K(x)h = (Kh(x))h. We thus have the relations:

IC(K(x)|K,ω) = K ∩K(x)h = K ∩ (Kh(x))h = IC(Kh(x)|Kh, ω) = Kh.

�

Purely inseparable extensions are examples of purely wild extensions. In Example 8.2 we will
illustrate that the conclusion of Proposition 7.1 may fail to hold when K(a)|K is not purely insepa-
rable, even when (K(a)|K, ν) is a purely wild extension. Further, the converse to Proposition 7.1 is
not true. Namely, one can find a valued field (K, ν) with a valuation transcendental extension ω to
K(x) such that IC(K(x)|K,ω) = Kh and ω admits a separable-algebraic minimal field of definition
which is a proper extension of K. An example illustrating this fact is provided in Example 8.3.

The next result shows that we can provide a complete solution to Question 1.2 whenever ω is a
value transcendental extension with a unique pair of definition.

Theorem 7.2. Take a minimal pair of definition (a, γ) for ω. Assume that γ > νK. Then

IC(K(x)|K,ω) = (K(a)h|K)sep.

Proof. We first assume that a is purely inseparable over K. Then Kh(a)|Kh is a purely inseparable
extension. Consequently, Kh is the separable closure of K in K(a)h. The assertion now follows
from Proposition 7.1.

We now assume that a is not purely inseparable over K. The henselization being a separable
extension implies that the separable closure of K in K(a)h is the same as the separable closure of
Kh in K(a)h. Now, the fact that K(a)h|Kh is a finite extension implies that (K(a)h|Kh)sep is a
finite separable extension of Kh and thus simple. Take f(x) ∈ Kh[x] such that

(K(a)h|Kh)sep = Kh(f(a)).

Write f(x) = c0 + c1x+ . . .+ cnx
n where ci ∈ Kh. Then

f(x)− f(a) = c1(x− a) + . . .+ cn(xn − an) = d(x− a)(x− a2) . . . (x− an),

where d ∈ Kh and ai ∈ K. The fact that γ > νK implies that (a, γ) is the unique pair of definition
for ω. It follows that ω(f(x) − f(a)) = γ + νc for some c ∈ K. For the same reason we also have
that ω(f(x)− f(a)) > νK. Consequently,

ω(f(x)− f(a)) > kras (f(a),K).

We can then apply Lemma 2.1 to conclude that

f(a) ∈ K(f(x))h.

It follows that

Kh(f(a)) ⊆ K(f(x))h ⊆ K(x)h.

As a consequence, we have from (2) that

Kh(f(a)) ⊆ IC(K(x)|K,ω) ⊆ K(a)h.
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The facts that Kh(f(a)) is the separable closure of K in K(a)h and IC(K(x)|K,ω) is a separable-
algebraic extension over K now imply that

IC(K(x)|K,ω) = Kh(f(a)) = (K(a)h|K)sep.

�

Take a minimal field of definition K(a) for ω and assume that a is not purely inseparable over
K. Observe that IC(K(x)|K,ω) is contained in the separable closure of K in K(a)h. When (K, ν)
is henselian and a is inseparable over K, then an example is provided in Example 8.5 where the
implicit constant field equals the separable closure of K in K(a), even without the restrictions of
Theorem 7.2. In Example 8.4, we will construct an example where a is separable over the henselian
field (K, ν), and the implicit constant field is a proper non-trivial subextension of K(a)|K.

8. Examples

Lemma 8.1. Take a pair of definition (a, γ) for ω. Let νa has order e modulo νK. Assume that
νa < γ and [K(a) : K] = e. Then (a, γ) is a minimal pair of definition for ω.

Proof. Take another pair of definition (a′, γ) for ω. Then ν(a− a′) ≥ γ > νa and hence νa = νa′.
Thus νa′ has order e modulo νK. It now follows from the fundamental inequality that [K(a′) :
K] ≥ e. Thus (a, γ) is a minimal pair of definition for ω. �

Example 8.2. Let (K, ν) be the valued field Q equipped with the p-adic valuation, where p is a
non-zero prime. Then νK = Z and Kν = Fp. Fix an extension of ν to K and denote it again by

ν. Take a ∈ K such that ap = 1
p . Hence νa = −1

p and thus νa has order p modulo νK. It follows

that [K(a) : K] = p = (νK(a) : νK). The conjuagates of a are {ζia}p−1i=0 where ζ is a primitive

p-th root of unity. It is well known that ν(1− ζi) = 1
p−1 for all i ∈ {1, . . . , p− 1}. Thus

kras (a,K) =
1

p− 1
− 1

p
.

Take a real number γ ∈ R such that γ > kras (a,K). Hence γ > νa. Take the extension ω of ν to
K(x) given by ω := νa,γ . Then ω := ω|K(x) is a valuation transcendental extension of ν to K(x)
with (a, γ) as a pair of definition. In light of Lemma 8.1 we have that (a, γ) is a minimal pair of
definition for ω. It now follows from Theorem 1.3(i) that K(a)h = IC(K(x)|K,ω).

We can also start with the henselization of (K, ν) without any change in conclusions. The fact
that [K(a) : K] = p = (νK(a) : νK) implies that there is a unique extension of ν from K to
K(a). In light of Lemma 2.1 of [8] we conclude that (Kh(a)|Kh, ν) is a purely wild extension
of degree p and kras (a,Kh) = kras (a,K). Further, it follows from Lemma 8.1 that (a, γ) is
a minimal pair of definition for ω over Kh. In light of Theorem 1.3(i), we finally obtain that
IC(Kh(x)|Kh, ω) = Kh(a).

Example 8.3. Take K, ν, p and a as in Example 8.2. Observe that νa < kras (a,K). Take a real
number γ such that νa < γ ≤ kras (a,K). Consider the extension ω := νa,γ and set ω := ω|K(x).
Then ω is a valuation transcendental extension of ν to K(x). ω is value transcendental when γ is
irrational, and ω is residue transcendental otherwise. It follows from Lemma 8.1 that (a, γ) is a
minimal pair of definition for ω. We can then conclude from Theorem 1.3 that IC(K(x)|K,ω) =
Kh.
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Example 8.4. Take an odd prime p. Consider the valued field Fp(t) equipped with the t-adic

valuation ν = νt. Fix an extension of ν to Fp(t) and denote it again by ν. Set K := Fp(t)h. Then
νK = Z and Kν = Fp.
Consider the polynomials f(x) := xp − x − 1

t and g(x) := x2 − 1
t . Take a1, a2 ∈ K such that

f(a1) = 0 = g(a2). Observe that νa1 = −1
p and νa2 = −1

2 . The following facts are now evident in

light of the fundamental inequality:

[K(a1) : K] = p = (νK(a1) : νK) and νK(a1) =
1

p
Z.

[K(a2) : K] = 2 = (νK(a2) : νK) and νK(a2) =
1

2
Z.

Thus K(a1) and K(a2) are linearly disjoint over K and hence [K(a1, a2) : K] = 2p. Further, the
fact that νK(a1) and νK(a2) are subgroups of νK(a1, a2) implies that 1

pZ⊕
1
2Z ⊆ νK(a1, a2). As

a consequence, we obtain that

[K(a1, a2) : K] = 2p = (νK(a1, a2) : νK) and νK(a1, a2) =
1

2p
Z.

Take a ∈ K(a1, a2) such that νa = 1
2p . It then follows from the fundamental inequality that

2p ≤ (νK(a) : νK) ≤ [K(a) : K] ≤ [K(a1, a2) : K] = 2p. Hence,

K(a) = K(a1, a2) and [K(a) : K] = 2p = (νK(a) : νK).

We observe that a1 and a2 are both separable over K. Thus K(a1, a2) is a separable extension of K
and hence a is separable over K. Suppose that νa = kras (a,K). It then follows from Proposition
5.10 of [17] that (K(a)|K, ν) is a tame extension. However, this is not possible since p divides
(νK(a) : νK). It follows that

νa < kras (a,K).

Take an irrational number γ ∈ R such that

νa < γ < kras (a,K).

Consider the valuation ω on K(x) given by ω := νa,γ and set ω := ω|K(x). Then (a, γ) is a pair of
definition for ω. We observe from Lemma 8.1 that (a, γ) is a minimal pair of definition for ω. It
follows from Theorem 1.3(ii) that IC(K(x)|K,ω) ( K(a). Hence,

[IC(K(x)|K,ω) : K] < [K(a) : K] = 2p.

Now, the fact that [K(a2) : K] = 2 = (νK(a2) : νK) implies that (K(a2)|K, ν) is a tame extension.
It follows from Theorem 1.1 that K(a2) ⊆ IC(K(x)|K,ω). Thus 2 divides [IC(K(x)|K,ω) : K].
The fact that [IC(K(x)|K,ω) : K] divides 2p, coupled with the previous observations, now imply
that [IC(K(x)|K,ω) : K] = 2. It thus follows that

IC(K(x)|K,ω) = K(a2).

Example 8.5. Take a field k with char k = p > 0 and let u, v be indeterminates over k. Define
the map ν : k[u, v] −→ (Z⊕ Z)lex given by

ν(
∑

ci,ju
ivj) := min{(i, j) | ci,j 6= 0},
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and extend ν canonically to k(u, v). Then ν is valuation on k(u, v) with νk(u, v) = (Z⊕Z)lex. Fix

an extension of ν to k(u, v) and denote it again by ν. Set K := k(u, v)h. Consider the polynomials

f(x) := xp
2

+ uxp + v,

g(x) := xp + ux+ v.

Take a ∈ K such that f(a) = 0. It follows from the triangle inequality that at least two monomials

in the expression f(a) = ap
2

+ uap + v have the same value. Suppose that νap
2

= ν(uap). Then

νa = ( 1
p2−p , 0) and consequently, νap

2
= ν(uap) > νv. It then follows from the triangle inequality

that νv = νf(a) which contradicts the fact that f(a) = 0. Now suppose that ν(uap) = νv. Then

νa = (−1p ,
1
p) and consequently, νap

2
= (−p, p) < νv = ν(uap). Thus νf(a) = (−p, p) which again

yields a contradiction. It then follows that νap
2

= νv, that is, νa = (0, 1
p2

). Hence νa has order p2

modulo νK. It now follows from the fundamental inequality that (νK(a) : νK) = p2 = [K(a) : K].
As a consequence, we obtain that f(x) is irreducible over K. Similar arguments also yield that
g(x) is irreducible over K.
Now, K(a)|K is an inseparable extension of degree p2. Further, g(ap) = 0 and thus K(ap)|K is a
separable extension of degree p. It follows that K(ap) is the separable closure of K in K(a).

Consider the polynomial

h(x) := xp + ux.

Take a root t of h(x). Then,

tp = −ut =⇒ (p− 1)νt = νu =⇒ νt = (
1

p− 1
, 0).

Observe that any root of g(x) is of the form bp for some root b of f . Take two distinct roots b1 and
b2 of f . Then h(bp1 − b

p
2) = 0 and hence ν(bp1 − b

p
2) = ( 1

p−1 , 0). It follows that

kras (ap,K) = (
1

p− 1
, 0).

Choose an irrational number r ∈ R such that r > 1
p−1 . Set γ := (r, 0). Then

γ > kras (ap,K)

under the natural extension of the ordering on Q⊕Q to R⊕Q. Take the valuation ω := νa,γ and
set ω := ω|K(x). The fact that γ /∈ Q ⊕ Q implies that ω is a value transcendental extension of ν

to K(x) with (a, γ) as a pair of definition. Observe that γ = (r, 0) > (0, 1
p2

) = νa. It now follows

from Lemma 8.1 that

(a, γ) is a minimal pair of definition for ω.

It follows from (2) that IC(K(x)|K,ω) ⊆ K(a). Now, IC(K(x)|K,ω) is a separable-algebraic
extension of K while K(a)|K is inseparable. Hence IC(K(x)|K,ω) 6= K(a). We further observe
that

ω(xp − ap) = pω(x− a) = pγ > γ > kras (ap,K).

We can thus apply Lemma 2.1 to obtain that ap ∈ K(xp)h ⊂ K(x)h. It follows that

K ( K(ap) ⊆ IC(K(x)|K,ω) ( K(a).

The fact thatK(ap) is the separable closure ofK inK(a) then implies thatK(ap) = IC(K(x)|K,ω).
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The following result is proved in Proposition 3.14 of [17]: Let (K(a)|K, ν) be a separable algebraic
extension of valued fields and let Γ := νK(a)⊕Z be an abelian group endowed with any extension

of the ordering of νK(a). Then there exists an extension ω of ν to K(x) such that

(13) ωK(x) = Γ, K(x)ω = K(a)ν and IC(K(x)|K,ω) = K(a)h,

where ω = ω|K(x). Observe that ω is a value transcendental extension of ν to K(x). It is natural
to inquire whether any extension ω satisfying the conditions (13) has K(a) as a minimal field of
definition. The following example illustrates that this is not necessarily true. The first part of the
construction follows an example due to F. K. Schmidt [cf. Example 3.1, 15].

Example 8.6. Take a non-zero prime number p. Consider the field Fp((t)) equipped with the

t-adic valuation ν = νt. Extend ν to Fp((t)) and denote the extension also by ν. Observe
that (Fp((t))|Fp(t), ν) is an immediate extension with νFp(t) = Z. Further, the field extension
Fp((t))|Fp(t) has infinite transcendence degree. Choose ζ ∈ Fp((t)) which is transcendental over
Fp(t). Then (Fp(t, ζ)|Fp(t, ζp), ν) is an immediate purely inseparable extension. Taking henseliza-

tions, we observe that (Fp(t, ζ)h|Fp(t, ζp)h, ν) is also an immediate purely inseparable extension.

Set K := Fp(t, ζp)h. Then K(ζ) = Fp(t, ζ)h. Take the ordered abelian group Z ⊕ Q equipped

with the lexicographic order and set γ := (1, 0). Then γ > νK. Take the extension ω := νζ,γ of

ν to K(x) and fix an extension of ω to K(x). Set ω := ω|K(x). The fact that γ > νK implies
that (ζ, γ) is the unique pair of definition for ω. Now, ζ is purely inseparable over K. We thus
obtain from Proposition 7.1 that IC(K(x)|K,ω) = K. Further, it follows from Remark 3.3 that
ωK(x) = Zω(xp − ζp) ⊕ νK(ζ) and K(x)ω = K(ζ)ν. The fact that (K(ζ)|K, ν) is an immediate
extension implies that ωK(x) = Zω(xp − ζp)⊕ νK and K(x)ω = Kν. Take any a ∈ K. Then the
relations given in (13) are satisfied. However, the fact that (ζ, γ) is the unique pair of definition
for ω implies that K(a) is not a minimal field of definition for ω.

9. Connection with pseudo-Cauchy sequences

We now explore the relationship between valuation transcendental extensions and pseudo-Cauchy
sequences. Recall that we are working under the assumtions that ω is a valuation transcendental
extension of ν to K(x), ν is an extension of ν to K and ω is a common extension of ω and ν to
K(x). We first mention the following general result.

Lemma 9.1. Take a pseudo-Cauchy sequence (zµ)µ<λ in (K, ν) without a limit in K. Then the
following statements hold true:

(i) Assume that f(x) ∈ K[x] is such that (νf(zµ))µ<λ is ultimately monotonically increasing. Then
at least one root of f is a limit of (zµ)µ<λ.

(ii) Assume that c ∈ K is a limit of (zµ)µ<λ. Take the minimal polynomial g(x) of c over K. Then
(νg(zµ))µ<λ is ultimately monotonically increasing.

Proof. Write f(x) = b
∏n
i=1(x− ai) where ai ∈ K and b ∈ K. Then νf(zµ) = νb+

∑n
i=1 ν(zµ− ai).

If none of the ai is a limit of (zµ)µ<λ, then it follows from Proposition 2.2 that (ν(ai − zµ))µ<λ
is ultimately constant for all i. It follows that (νf(zµ))µ<λ is ultimately constant which is a
contradiction. So at least one root of f is a limit of (zµ)µ<λ.

We now assume that c ∈ K is a limit of (zµ)µ<λ. By definition, (ν(c−zµ))µ<λ is a monotonically
increasing sequence. Write g(x) =

∏n
i=1(x − ci). Then νg(zµ) =

∑n
i=1 ν(zµ − ci). We observe

from Proposition 2.2 that (ν(ci − zµ))µ<λ is monotonically increasing whenever ci is a limit of
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(zµ)µ<λ, and the sequence is ultimately constant otherwise. It follows that (νg(zµ))µ<λ is ultimately
monotonically increasing. �

Theorem 9.2. Take a pseudo-Cauchy sequence (zµ)µ<λ in (K, ν) without a limit in K. Assume
that x is a limit of (zµ)µ<λ. Then the following statements hold true:

(i) (zµ)µ<λ is a pseudo-Cauchy sequence of algebraic type.
(ii) Whenever (a, γ) is a pair of definition for ω, we have that a is a limit of (zµ)µ<λ.

(iii) Let Q(x) ∈ K[x] be a nonlinear key polynomial for ω with a maximal root b ∈ K. Then b is
also a limit of (zµ)µ<λ.
(iv) Take an associated minimal polynomial m(x) ∈ K[x] of (zµ)µ<λ. Then m(x) is a key polynomial
for ω.

Conversely, assume that (a, γ) is a minimal pair of definition for ω and that a is a limit of
(zµ)µ<λ. Then x is also a limit of (zµ)µ<λ.

Proof. Set γµ := ν(zµ − zµ+1) for each µ < λ. By definition, (γµ)µ<λ is a strictly increasing
sequence. If x is a limit of the pseudo-Cauchy sequence (zµ)µ<λ, then by definition ω(x− zµ) = γµ
for each µ < λ. If (zµ)µ<λ is of transcendental type, then the extension (K(x)|K,ω) is immediate
in view of Theorem 2 of [13]. Hence (zµ)µ<λ is of algebraic type.

Let (a, γ) be a pair of definition for ω. Then ω(x−a) = γ = maxω(x−K). The fact that (γµ)µ<λ
is a monotonically increasing sequence implies that either γ > γµ for each µ < λ, or ultimately

γ < γµ. Observe that γµ ∈ ω(x −K) ⊆ ω(x −K) for each µ. The maximality of γ then implies
that γ > γµ for each µ < λ. From the triangle inequality it follows that ν(a − zµ) = γµ for each
µ < λ. Hence a is a also a limit of (zµ)µ<λ.

Now let Q(x) ∈ K[x] be a nonlinear key polynomial for ω with a maximal root b, that is,
δ(Q) = ω(x− b). It follows from Theorem 1.1 of [19] that for any c ∈ K,

ν(b− c) ≥ δ(Q) =⇒ [K(c) : K] ≥ [K(b) : K].

Suppose that γµ ≥ δ(Q) for some µ < λ. Then, ω(x− zµ) ≥ ω(x− b). Consequently, we have that
ν(b− zµ) ≥ ω(x− b) = δ(Q). It follows from our preceding discussions that [K(zµ) : K] ≥ [K(b) :
K] ≥ 2 which is a contradiction. Thus γµ < δ(Q) for all µ < λ. From the triangle inequality it
follows that ν(b− zµ) = γµ for each µ < λ and hence b is also a limit of (zµ)µ<λ.

Now take an associated minimal polynomial m(x) ∈ K[x] of (zµ)µ<λ with a maximal root l ∈ K.
The sequence (νm(zµ))µ<λ is ultimately monotonically increasing. It follows from Lemma 9.1 that
there exists some root l′ of m such that l′ is a limit of (zµ)µ<λ. Thus,

δ(m) = ω(x− l) ≥ ω(x− l′) > γµ for all µ < λ

and hence l is also a limit of (zµ)µ<λ. Take c ∈ K such that ν(c− l) ≥ δ(m). Then c is also a limit
of (zµ)µ<λ. Take the minimal polynomial g(x) ∈ K[x] of c over K. In light of Lemma 9.1 we have
that (νg(zµ))µ<λ is ultimately monotonically increasing and hence deg g ≥ degm. Thus,

ν(c− l) ≥ δ(m) =⇒ [K(c) : K] ≥ [K(l) : K].

It follows from Theorem 1.1 of [19] that m(x) is a key polynomial for ω.

Conversely, assume that (a, γ) is a minimal pair of definition for ω and that a is a limit of
(zµ)µ<λ. Then ν(a − zµ) = γµ for each µ < λ. If γ ≤ γµ for some µ, then (zµ, γ) is also a pair of
definition for ω. The fact that zµ ∈ K and the minimality of (a, γ) then implies that a ∈ K which
contradicts the fact that (zµ)µ<λ does not admit any limits in K. Hence γ > γµ for each µ < λ. It

25



follows from the triangle inequality that ν(x− zµ) = γµ for each µ < λ and hence x is also a limit
of (zµ)µ<λ. �

We can construct a pseudo-Cauchy sequence (zµ)µ<λ in (K, ν) with x as a limit, such that for

some c ∈ K, c is also a limit of the sequence (zµ)µ<λ but the minimal polynomial of c is not a
key polynomial for ω. We illustrate this fact in the next example. We will require the following
definition: take an extension of valued fields (K(z)|K, ν). The distance of z from K, denoted by
dist (z,K), is defined to be the least initial segment of νK containing ν(z −K) ∩ νK. We write
dist (z,K) = (α)− for some α ∈ νK to mean that dist (z,K) = {θ ∈ νK | θ < α}.

Example 9.3. Take an odd prime p and let (k, ν) be the valued field (Fp(t), νt) equipped with

the t-adic valuation. Fix an extension of ν to Fp(t) which we again denote by ν. Set K to be the

perfect hull of kh. Hence (K, ν) is also henselian. Further,

νK =
1

p∞
Z and Kν = Fp.

Take a ∈ Fp(t) such that ap − a = 1
t . Then (K(a)|K, ν) is an immediate Artin-Schreier defect

extension with dist (a,K) = (0)− [Example 3.12, 15]. It follows from [Theorem 1, 13] that a is
a limit of a pseudo-Cauchy sequence (zµ)µ<λ in (K, ν) which does not have any limits in K. Set
γµ := ν(zµ − zµ+1) for all µ < λ. Then,

ν(a− zµ) = γµ < 0 for all µ < λ.

Choose an irrational number γ such that 0 < γ < 1
2 . Take the value transcendental extension

ω := νa,γ of ν to K(x) and set ω := ω|K(x). Then ω(x − a) = γ > γµ for all µ < λ and hence
x is a limit of (zµ)µ<λ. Suppose that (a, γ) is not a minimal pair of definition for ω. Then there

exists a′ ∈ K such that ν(a − a′) > γ and [K(a′) : K] < [K(a) : K] = p. Hence a′ is a limit of
(zµ)µ<λ. It further follows from Lemma 2.17 of [16] that dist (a,K) = (0)− = dist (a′,K). Take the
minimal polynomial ma′(x) of a′ over K. It follows from Lemma 2.22 of [16] that dist (ma′(a),K) =
dist (0,K) = νK. As a consequence we have ma′(a) = 0. However this contradicts the assumption
that [K(a′) : K] < [K(a) : K]. Hence we have that (a, γ) is a minimal pair of definition for ω.
Consequently, ma(x) is a key polynomial for ω [Corollary 2.6].

Take b ∈ K such that b2 = t. Thus [K(b) : K] ≤ 2. Now, νb = 1
2 /∈ νK = 1

p∞Z. It then follows

from the fundamental inequality that [K(b) : K] = 2. Thus K(a) and K(b) are linearly disjoint
over K and hence [K(a, b) : K] = 2p. Set c := a+ b. Then ν(c− a) = νb = 1

2 > γ > 0. Hence (c, γ)
is a pair of definition for ω and c is a limit of (zµ)µ<λ. Suppose that the corresponding minimal
polynomial mc(x) is a key polynomial for ω. The minimality of (a, γ) implies that degmc ≥ degma.
Consequently, δ(mc) ≥ δ(ma). The fact that (a, γ) and (c, γ) are pairs of definition for ω imply
that δ(mc) = γ = δ(ma). We thus have that degmc = p = degma. Now K(a)|K is an Artin-
Schreier extension, hence Galois. Thus either K(a) = K(c), or they are linearly disjoint over K. It
follows that [K(a, c) : K] is either p or p2. The observations K(a, c) = K(a, a + b) = K(a, b) and
[K(a, b) : K] = 2p then imply that we have again arrived at a contradiction. Thus mc(x) is not a
key polynomial of ω, while c is a limit of (zµ)µ<λ.
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