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Abstract. Let D be a division ring, T be a variable over D, σ be an endomorphism of D, δ

be a σ-derivation on D and R = D[T ;σ, δ] the left skew polynomial ring over D. We show that
the set (V alν(R),�) of σ-compatible real valuations which extend to R a fixed proper real

valuation ν on D has a natural structure of parameterized complete non-metric tree, where �
is the partial order given by µ � µ̃ if and only if µ(f) ≤ µ̃(f) for all f ∈ R and µ, µ̃ ∈ V alν(R).

1. Introduction

Throughout this paper, we will denote by D a division ring, by T a variable over D, by σ
an endomorphism of D, by δ a left σ−derivation (i.e. δ(a + b) = δ(a) + δ(b) and δ(ab) =
σ(a)δ(b) + δ(a)b for all a, b ∈ D) and by R = D[T ;σ, δ] = {f(T ) ; f(T ) = anT

n + · · · + a0} the
left skew polynomial ring over D such that Ta = σ(a)T +δ(a). (See chapter 2 of [GW] for details
on skew polynomials rings.)

The aim of this paper is to study real valuations on skew polynomials rings. Namely, let V al(R)
be the set of functions µ : R→ R = R∪{∞} satisfying the standard axioms of valuations, whose
restriction to D is no trivial and which are σ-compatible (i.e. µ(σ(a)) = µ(a) for each a ∈ D).
We consider the partial order � on V al(R) given by µ � µ̃ if and only if µ(f) ≤ µ̃(f) for all
f ∈ R and µ, µ̃ ∈ V al(R). Since µ � µ̃ implies that µ and µ̃ have the same restriction to D (see
Remark 2.1 below), then V al(R) is a disjoint union of the sets V alν(R) such that ν is a real
valuation on D.

Our main result (Theorem 5.3) states that (V alν(R),�) is a parameterized complete non-metric
tree. This was first showed by Berkovich in [Ber] (see also [BR]) under the assumptions that
D is an algebraically closed commutative field which is complete with respect to the ν-topology
and R = D[T ] is the polynomial ring over D (i.e. σ = 1D and δ = 0). Similar results are given
in [FJ] when D = C((X)) is the Laurent series ring over the complex field, R = C((X))[T ] and ν
is the usual order in X; and in [Gra2] for normalized real valuations on a two-dimensional local
noetherian regular ring.

Recently, real trees as (V alν(R),�) has been used to introduce a Laplacian operator and study
harmonic and subharmonic functions as well as dynamics of rational functions in an analogous
way as in C. (See [BR] and the references given there.)

On the other hand, our results can be appropriate to study rings that are particular cases of
(iterated) skew polynomials rings. For example, Weyl algebras, quantum spaces, some subalge-
bras of Lie algebras, . . . . (See [GW] for details.) In particular, our techniques can be used to
compute extensions of valuations to non commutative algebras, which are studied, for example,
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on [L] from other point of view. Furthermore, we think that the results of this paper can also be
useful to give irreducibility criterions for skew polynomials in a similar setting out as for poly-
nomial rings over commutative fields equipped with a proper real valuation. (See for example,
[CZ], [GMR] and [HOS].)

It is worth pointing out that techniques of this paper are similar to MacLane one’s in [M].
However, we shall put our attention on the partial order � rather than generalize MacLane’s
concept of key polynomial to skew polynomial rings, which we shall do at the end of the paper.
Let us explain briefly our viewpoint.

Let µ, µ̃ ∈ V al(R) be such that µ ≺ µ̃ and let φ ∈ R be such that µ(φ) < µ̃(φ) and deg(φ) ≤
deg(φ′) for all φ′ ∈ R with µ(φ′) < µ̃(φ′). Here, deg(f) denotes the usual degree of f ∈ R. Since
µ′(af) = µ′(fa) for each µ′ ∈ V al(R) and a, f ∈ R, then I(σ, δ, µ, µ̃, φ) = min{µ(r(φ, a)) −
µ(a); a ∈ R, 0 ≤ deg(a) < deg(φ)} ≥ µ̃(φ) > µ(φ), where φa = q(φ, a)φ + r(φ, a) with
deg(r(φ, a)) < deg(φ), i.e the left division of φa by φ, see [J]. (Note that µ(r(φ, a)) = µ̃(r(φ, a))
and µ̃(a) = µ(a), since deg(r(φ, a)) < deg(φ) and deg(a) < deg(φ).) We call I(σ, δ, µ, µ̃, φ) the
compatibility index of φ with respect to µ and µ̃ and we point out that I(σ, δ, µ, µ̃, φ) = ∞
when σ = 1D is the identity on D and δ = 0. This is the main difference between consider skew
polynomial rings or polynomial rings over a commutative field. The above allows us to define
augmented and limit valuations in a similar way as MacLane does (see section 3 bellow).

Next, we introduce the Apéry base for a valuation µ ∈ V al(R) which is the natural generalization
of the usual Apéry base for the values semigroup of an irreducible algebroid plane singularity (see
for example [Gra1]). The properties of the Apéry base of µ are related to a second invariant, the
iterated sequence of valuations associated with µ, which describes the valuations µ′ ∈ V al(R)
such that µ′ � µ. We show that the numerical part of the iterated sequence of valuations and
the Apéry base are equivalent data of the valuation. With this background we get Theorem 5.3
and finally we define and study left key skew polynomials.

The paper is organized in six sections including this introduction. In the next section we review
some concepts about valuations and show some properties of the partial order �. The third
section is devoted to introduce and study augmented and limit valuations in a similar way as [M]
and [V], without considering key polynomials. Section 4 discuses the concepts of Apéry base and
iterated sequence of valuations and establishes the relation between both invariants in Theorem
4.4 and Corollary 4.5. As we had said, section 5 is devoted to obtain our main result, Theorem
5.3. The last section is devoted to introduce and study the concept of left key skew polynomial.
The main difference with MacLane one’s is that left key skew polynomials satisfy an additional
statement: the compatibility condition, which is also defined in terms of the left compatibility
index. The relation between our initial setting out and left key skew polynomials is stated in
Theorem 6.4. We finish the paper with two examples of left key skew polynomials with infinite
left compatibility index.

2. Ordering valuations

In this section, we review some concepts about valuations on rings and we introduce some
notation.

A valuation on R = D[T ;σ, δ] is a map µ : R −→ R such that

(V1) µ(xy) = µ(x) + µ(y) for all x, y ∈ R.

(V2) µ(x+ y) ≥ min{µ(x), µ(y)} for all x, y ∈ R.
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(V3) µ(1) = 0 and µ(0) =∞.

Where R = R ∪ {∞} is the extended monoid of R by a symbol ∞ satisfying the usual rules
∞+ x = x+∞ =∞ for all x ∈ R; and x <∞ for all x ∈ R

If ν(R) = {0,∞}, ν is said to be trivial, otherwise ν is called no trivial or proper. Moreover, the
two-side ideal ν−1(∞) of R is called the support of ν and valuations with zero support are called
Krull valuations.

From now on we shall make the assumption that every valuation µ on R is σ-compatible
(i.e. µ(σ(a)) = µ(a) for all a ∈ D) and also every real valuation on D will be assumed σ-
compatible.

Finally, we denote by deg(f) the usual degree of f ∈ R (here deg(0) = −∞) and we also recall
that if f, g ∈ R, there exist q, r ∈ R such that deg(r) < deg(g) and f = qg + r, i.e. we have a
left division algorithm on R (see [J]).

The rest of the section is devoted to introduce and study a natural partial order � on the set of
real valuations on R. Namely, let µ, µ̃ : R −→ R be two real valuations on R. We write µ � µ̃ if
and only if µ(f) ≤ µ̃(f) for all f ∈ R.

Remark 2.1. Note that if µ � µ̃, then µ(a) = µ̃(a) for all a ∈ D (i.e. µ and µ̃ are extensions to
R of the same Krull valuation ν on D). In particular, µ is trivial on D if and only if µ̃ is also
trivial on D.

Next, we shall describe the real valuations µ on R whose restriction to D is trivial. We have the
following possibilities:

A) There exists h ∈ R such that µ(h) < 0. Then µ(T ) < 0 (note that if µ(T ) ≥ 0, then
µ(h) ≥ 0 for all h ∈ R). Therefore, µ(h) = deg(h)µ(T ) and µ is equivalent to the discrete
valuation −deg.

B) µ(h) ≥ 0 for all h ∈ R. Let Aµ be the two-side ideal of R given by Aµ = {h ∈ R; µ(h) >
0}. Since R is a left principal ideal domain (see [J]), then Aµ = Rf for some irreducible
element f ∈ R.

B1) If Aµ = (0) then µ is a trivial valuation on R.

B2) If Aµ 6= (0), then f 6= 0 and for all g ∈ R− {0} we can write g = hfn with h 6∈ Aµ.
So, µ(g) = µ(h) + nµ(f) = nµ(f).

Moreover, we have the following two possibilities:

B2i) µ(f) <∞, and µ is a Krull no trivial valuation of R.

B2ii) µ(f) =∞, and µ is a trivial no Krull valuation.

Thus, if µ̃ is a real valuation on R such that µ � µ̃ and µ is trivial on D, then µ̃ is trivial on D
by Remark 2.1 and we have three possibilities:

I) µ is of type A). In this case, µ̃ can be either of type A) or B).

II) µ is of type B1). In this case, µ̃ can be either of type B1) or B2).

III) µ is of type B2). In this case, either µ̃ is of type B2i) such that µ(f) < µ̃(f) < ∞ or µ̃
is of type B2ii) such that µ(f) ≤ µ̃(f) =∞.
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For the rest of the paper, we will consider real valuations on R whose restriction to D is a proper
valuation. We will denote by V al(R) the set of these valuations.

We next set some notation that we shall use throughout the paper and which is similar to some
one of [V].

Let µ, µ̃ ∈ V al(R) be such that µ � µ̃. We denote by Φ̃(µ, µ̃) = {φ ∈ R; µ(φ) < µ̃(φ)}. Note

that Φ̃(µ, µ̃) = ∅ if and only if µ = µ̃. Furthermore, if Φ̃(µ, µ̃) 6= ∅, we write:

• d(µ, µ̃) = min{deg(φ); φ ∈ Φ̃(µ, µ̃)}.

• Φ(µ, µ̃) = {φ ∈ Φ̃(µ, µ̃); deg(φ) = d(µ, µ̃) and φ is monic}.

• Λ(µ, µ̃) = {µ̃(φ); φ ∈ Φ(µ, µ̃)} = µ̃ (Φ(µ, µ̃)).

• γ(µ, µ̃) = sup(Λ(µ, µ̃)) ∈ R.

Remark 2.2. Note that if φ ∈ Φ(µ, µ̃), then φ is an irreducible left skew polynomial and if
µ′ ∈ V al(R) with µ � µ̃ � µ′, then d(µ, µ̃) ≥ d(µ, µ′) and d(µ, µ′) ≤ d(µ̃, µ′).

We finish this section giving a technical result.

Proposition 2.3. Let µ, µ̃, µ′ ∈ V al(R) be such that µ ≺ µ̃ � µ′, then we get the following
statements:

(a) If µ ≺ µ̃, then µ is a Krull valuation on R.

(b) µ̃(φ) > µ(φ) for each φ ∈ Φ(µ, µ′). In particular, d(µ, µ′) = d(µ, µ̃) and Φ(µ, µ′) = Φ(µ, µ̃).

(c) Every totally ordered subset S ⊂ V al(R) is bounded above.

Proof. First, assume that µ is not a Krull valuation, then µ−1(∞) = Rf for some non-zero
irreducible left skew polynomial f ∈ R. Note that µ(h) < ∞ for each h ∈ R − {0} such that
deg(h) < deg(f).

Since µ 6= µ̃, there exists g ∈ Φ(µ, µ̃) such that µ(g) < µ̃(g) and deg(g) = d(µ, µ̃) < deg(f).
Otherwise deg(g) = d(µ, µ̃) ≥ deg(f), then g = qf + r with q, r ∈ R and deg(r) < deg(f) ≤
deg(g) = d(µ, µ̃). Thus, r 6∈ Φ̃(µ, µ̃) and µ̃(g) = µ̃(r) = µ(r) = µ(g), which is a contradiction.

Therefore, f = qg + r with q, r ∈ R and deg(r) < deg(g) = d(µ, µ̃) < deg(f). In this case, also

r 6∈ Φ̃(µ, µ̃) and µ̃(r) = µ(r) = µ(qg) < µ̃(qg). Thus, µ̃(f) = µ̃(r) 6=∞, which is a contradiction,
hence we have (a).

In order to show (b), let us assume µ̃(φ) = µ(φ) for some φ ∈ Φ(µ, µ′) and let us consider
φ′ ∈ Φ(µ, µ̃). Since µ(φ′) < µ̃(φ′) ≤ µ′(φ′), then d(µ, µ̃) = deg(φ′) ≥ deg(φ) = d(µ, µ′). Thus,
φ′ = qφ + r with q, r ∈ R and deg(r) < deg(φ) = d(µ, µ′) ≤ deg(φ′) = d(µ, µ̃). Therefore,
µ(r) = µ̃(r) = µ′(r). Moreover, since deg(q) < deg(φ′) = d(µ, µ̃), then µ̃(q) = µ(q), and hence
µ̃(qφ) = µ(qφ).

Since µ(r) = µ̃(r) = µ′(r) ≥ min{µ′(φ′), µ′(qφ)} > min{µ(φ′), µ(qφ)}, then µ̃(r) = µ(r) >
µ(φ′) = µ(qφ) = µ̃(qφ). Thus, we have µ̃(φ′) = µ̃(qφ) = µ(qφ) = µ(φ′), which is a contradiction.
Thus, µ̃(φ) > µ(φ).

Finally, to see (c) let µ∗ : R −→ R be given by µ∗(f) = sup{µ∗(f); µ∗ ∈ S}. Since S is a totally
ordered set, then µ∗ is well defined. We shall now show that µ∗ ∈ V al(R), and hence µ∗ is an
upper bound of S. We only need to statements (V1) and (V2) of Definition of valuation for µ∗.
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Let us consider f, g ∈ R. since µ̃∗(fg) = µ̃∗(f) + µ̃∗(g) ≤ µ∗(f) + µ∗(g) for all µ̃∗ ∈ S,
then µ∗(fg) ≤ µ∗(f) + µ∗(g). To see that the equality holds, assume µ∗(fg) < µ∗(f) + µ∗(g).

Then there exist µ̃
′
, µ̃” ∈ S such that µ∗(f) − µ̃

′
(f) < ε/4 and µ∗(g) − µ̃”(g) < ε/4, where

ε = µ∗(f) +µ∗(g)−µ∗(fg) > 0. Since S is a totally ordered set, we can also assume without loss

of generality µ̃
′ � µ̃”. Therefore, µ̃”(fg) ≤ µ∗(fg) < µ̃

′
(f) + µ̃”(g) ≤ µ̃”(f) + µ̃”(g) = µ̃”(fg)

which is a contradiction. Hence, µ∗(fg) = µ∗(f) + µ∗(g) and we get (V1).

In order to show (V2), let us assume min{µ∗(f), µ∗(g)} = µ∗(f) (similarly if min{µ∗(f), µ∗(g)} =
µ∗(g)).

If µ∗(g) ≥ µ∗(f) > µ∗(f +g), then there exist µ̃
′
, µ̃” ∈ S such that µ̃

′
(g) > µ∗(f +g) ≥ µ̃”(f +g)

and µ̃”(f) > µ∗(f + g) ≥ µ̃”(f + g). Since S is a totally ordered set, we can also assume without

loss of generality µ̃
′ � µ̃”. Thus, µ̃”(g) ≥ µ̃

′
(g) and min{µ̃”(f), µ̃”(g)} > µ∗(f + g) ≥ µ̃”(f + g)

which is a contradiction. Hence, min{µ∗(f), µ∗(g)} ≤ µ∗(f + g) and we get (V2). �

3. Augmented and limit valuations

We begin introducing some notation. For each ϕ, a ∈ R we denote by q(ϕ, a), r(ϕ, a) the unique
elements of R such that ϕ·a = q(ϕ, a)ϕ+r(ϕ, a) with deg(r(ϕ, a)) < deg(ϕ), i.e. the left quotient
and the left rest in the left division of ϕ · a by ϕ.

Throughout this section, µ, µ̃ ∈ V al(R) will be two fixed real valuations such that µ ≺ µ̃. Since,
Φ(µ, µ̃) 6= ∅, we also fix φ ∈ Φ(µ, µ̃).

Next technical result relates the properties of the left division by φ with the order � .

Lemma 3.1. With the above assumptions and notation, let a, f ∈ R be such that 0 ≤ deg(a) <
deg(φ) < deg(f). We have the following statements:

(a) µ̃(a) = µ(a) = µ(q(φ, a)) = µ̃(q(φ, a)) < µ(r(φ, a))− µ̃(φ).

(b) Let us write φn · a = a
(n)
n φn + a

(n)
n−1φ

n−1 + · · · + a
(n)
0 with deg(a) = deg(a

(n)
n ) and

deg(a
(n)
i ) < deg(φ), 0 ≤ i ≤ n−1. Then µ̃(φn ·a) = µ̃(a

(n)
n φn) < µ̃(a

(n)
i φi), 0 ≤ i ≤ n−1.

(c) µ(f) ≤ µ(r(φ, f)) and µ(f) ≤ µ(q(φ, f) · φ).

Proof. First, let us assume µ(r(φ, a)) ≤ µ(φ ·a) = µ(a ·φ). Then µ̃(φ ·a) > µ(φ ·a) ≥ µ(r(φ, a)) =
µ̃(r(φ, a)) = µ̃(q(φ, a)φ) > µ(q(φ, a)φ). Since µ(r(φ, a)) ≥ min{µ(φ·a), µ(q(φ, a)φ)} and µ(φ·a) >
µ(q(φ, a)φ). Therefore, µ(r(φ, a)) = µ(q(φ, a)φ), which is a contradiction. So we have (a).

(b) follows easily from (a).

Finally, if either µ(f) > µ(q(φ, f)·φ) or µ(f) > µ(r(φ, f)), then µ(f) > µ(q(φ, f)·φ) = µ(r(φ, f)).
Thus µ̃(f) ≥ µ(f) > µ(r(φ, f)) = µ̃(r(φ, f)) and µ̃(q(φ, f) · φ) > µ(q(φ, f) · φ) = µ(r(φ, f)) =
µ̃(r(φ, f)), which is a contradiction, and this shows (c). �

Since we are working with R as group of values, we need a compatibility property for real
valuations on R. The next result allows us to do this.

Proposition 3.2. With the above assumptions and notation, let us denote by

I(σ, δ, µ, µ̃, φ) = min{µ(r(φ, a))− µ(a); a ∈ R, 0 ≤ deg(a) < deg(φ)}.
Then I(σ, δ, µ, µ̃, φ) ∈ R and I(σ, δ, µ, µ̃, φ) ≥ µ̃(φ) > µ(φ). Furthermore, let us consider a non

negative integer i and b ∈ R such that 0 ≤ deg(b) < deg(φ). Let us write φib =
∑i
k=0 b

(i)
k φk, with
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deg(b
(i)
k ) < deg(φ), 0 ≤ k ≤ i. Then µ(b

(i)
i ) + iγ < µ(b

(i)
k ) + kγ, 0 ≤ k ≤ i − 1 for each γ such

that µ(φ) < γ ≤ I(σ, δ, µ, µ̃, φ).

Proof. I(σ, δ, µ, µ̃, φ) ∈ R and µ̃(φ) ≤ I(σ, δ, µ, µ̃, φ) follow from Lemma 3.1 (a). We proof the
second statement by induction on i. The case i = 1 again follows from Lemma 3.1 (a).

Therefore, assume µ(b
(l)
l ) + lγ < µ(b

(l)
k ) + kγ for 0 ≤ k ≤ l − 1 and 1 ≤ l ≤ i − 1. We can

write φib = φ
(
φi−1b

)
= φ

(∑i−1
s=0 b

(i−1)
s φs

)
=
∑i−1
s=0(φb

(i−1)
s )φs. By Lemma 3.1 (a), φib =∑i−1

s=0

(
q(φ, b

(i−1)
s ) · φs+1 + r(φ, b

(i−1)
s ) · φs

)
, b

(i)
i = q(φ, b

(i−1)
i−1 ), b

(i)
l = q(φ, b

(i−1)
l−1 ) + r(φ, b

(i−1)
l ),

1 ≤ l ≤ i−1 and b
(i)
0 = r(φ, b

(i−1)
0 ). Moreover, µ(b

(i−1)
s ) = µ(q(φ, b

(i−1)
s )) < µ(r(φ, b

(i−1)
s ))− µ̃(φ)

for 0 ≤ s ≤ i− 1

By induction hypothesis µ(q(φ, b
(i−1)
l−1 )) + lγ = µ(b

(i−1)
l−1 ) + (l− 1)γ + γ > µ(b

(i−1)
i−1 ) + (i− 1)γ + γ

and also µ(r(φ, b
(i−1)
l )) + lγ > µ(b

(i−1)
l ) + γ + lγ ≥ µ(b

(i−1)
i−1 ) + (i − 1)γ + γ, by definition of

I(σ, δ, µ, µ̃, φ). Hence µ(b
(i)
l ) + lγ = µ(q(φ, b

(i−1)
l−1 ) + r(φ, b

(i−1
l )) + lγ ≥ min{µ(q(φ, b

(i−1)
l−1 )) +

lγ, µ(r(φ, b
(i−1)
l )) + lγ} > µ(b

(i−1)
i−1 ) + iγ = µ(q(φ, b

(i−1)
i−1 )) + iγ = µ(b

(i)
i ) + iγ for 1 ≤ l ≤ i− 1.

To finish, µ(b
(i)
0 ) = µ(r(φ, b

(i−1)
0 )) > µ(b

(i−1)
0 ) + γ > µ(b

(i−1)
i−1 ) + (i − 1)γ + γ = µ(b

(i)
i ) + iγ by

Lemma 3.1 (a) and induction hypothesis. �

Definition 3.3. We shall say that I(σ, δ, µ, µ̃, φ) is the compatibility index of φ with respect
to µ and µ̃.

To define augmented valuations as in [M, V] we first need the following result.

Theorem 3.4. With the above assumptions and notation, for each γ ∈ R with I(σ, δ, µ, µ̃, φ) ≥
γ > µ(φ) let us write µγ(g) = min{µ(gi) + iγ; 0 ≤ i ≤ r} for all g ∈ R, where g =

∑r
i=0 giφ

i

with deg(gi) < deg(φ) = d(µ, µ̃), 0 ≤ i ≤ r. Then µγ ∈ V al(R), µ � µγ and µγ � µ̃ when
γ ≤ µ̃(φ).

Proof. Let us consider f, g ∈ R − {0} and write f =

d∑
i=0

aiφ
i and g =

e∑
j=0

bjφ
j with 0 ≤

deg(ai),deg(bj) < deg(φ), 0 ≤ i ≤ d and 0 ≤ j ≤ e.

From an easily computation we get µγ(f + g) ≥ min{µγ(f), µγ(g)}.

On the other hand, let us write fg =

d∑
i=0

e∑
j=0

(
aiφ

ibjφ
j
)

=
∑

0≤l≤d+e

clφ
l with deg(cl) < deg(φ) and

φibjφ
j =

∑d+e
k=0 b

(i,j)
k φk where b

(i,j)
k = 0 for k > i+ j and k < j. Therefore, cl =

d∑
i=0

e∑
j=0

aib
(i,j)
l

Note that µ(ai)+µ(b
(i,j)
i+j )+(i+j)γ = µ(ai)+µ(bj)+(i+j)γ < µ(ai)+µ(b

(i,j)
k )+kγ for k 6= i+j and

0 ≤ k ≤ d+e by Lemma 3.1 (b) and Proposition 3.2. Hence, µγ(aiφ
ibjφ

j) = µ(ai)+µ(bj)+(i+j)γ

Furthermore, µγ(fg) ≥ min{µγ(aiφ
ibjφ

j); 0 ≤ i ≤ d; 0 ≤ j ≤ e} ≥ min{µ(ai) + µ(bj) + (i +
j)γ; 0 ≤ i ≤ d; 0 ≤ j ≤ e} ≥ min0≤i≤d{µ(ai) + iγ}+ min0≤j≤e{µ(bj) + jγ} = µγ(f) + µγ(g).
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Now, let i0 (resp. j0) be the greatest index such that 0 ≤ i0 ≤ d (resp. such that 0 ≤ j0 ≤ e)
and µγ(f) = µ(ai0) + i0γ (resp. µγ(g) = µ(bj0) + j0γ). We have µγ(f) < µ(ai) + iγ (resp.
µγ(g) < µ(bj) + jγ) for d ≥ i > i0 (resp. e ≥ j > j0).

Let (i, j) 6= (i0, j0) be such that b
(i,j)
i0+j0

6= 0. Then i > i0 or j > j0. (Note that j ≤ i0 +j0 ≤ i+j.)

Moreover, µ(b
(i,j)
i0+j0

) ≥ µ(b
(i,j)
i+j ) = µ(bj) ≥ µ(bj0) and µ(ai) ≥ µ(ai0).

Thus, if i > i0, then µ(ai) > µ(ai0) and µ(aib
(i,j)
i0+j0

) > µ(ai0) + µ(bj0) and also if j > j0, then

µ(bj) > µ(bj0) and µ(aib
(i,j)
i0+j0

) > µ(ai0) + µ(bj0). Therefore, µ(ci0+j0) = µ(ai0) + µ(bj0) and

µγ(f) + µγ(g) ≥ µγ(fg). Hence, µγ(f) + µγ(g) = µγ(fg).

Finally, we get µ(f) ≤ µγ(f) by induction on d. If d = 0, then µγ(f) = µ(f) and since

µ(f) ≤ min{µ(qφ), µ(a0)}, where q =
∑d
i=1 aiφ

i−1, then the induction step follows from Lemma
3.1 (c). Hence, since µ(φ) < µγ(φ), we get µ ≺ µγ .

The last assertion is straightforward. �

As in [M, V], we say that µγ is an augmented valuation of µ and it is denoted by µγ =
[µ ; µγ(φ) = γ].

Next, we state more properties of augmented valuations.

Proposition 3.5. Under the assumptions and notation of Theorem 3.4, we have the following
statements

(a) Let µ′ ∈ V al(R) be such that µ ≺ µ′ � µγ and let us write µ′(φ) = γ′ and µγ′ =
[µ ; µγ′(φ) = γ′]. Then µ′ = µγ′ . In particular, d(µ′, µγ) = d(µ, µγ) when µ′ 6= µγ

(b) Let φ′ ∈ Φ(µ, µ̃) be such that µ(φ′) < γ∗ ≤ µ̃(φ′) and write µγ∗ = [µ ; µγ∗(φ
′) = γ∗]. If

γ ≤ µ̃(φ) and γ ≤ γ∗, then µγ(φ) ≤ µγ∗(φ) and µγ � µγ∗ . Moreover, µγ = µγ∗ if and
only if γ = γ∗.

(c) Let us also assume µ̃(φ) = γ = γ(µ, µ̃) ∈ Λ(µ, µ̃) and µγ 6= µ̃. Then d(µγ , µ̃) > d(µ, µ̃).

Proof. To see (a), we point out that µγ′ � µ′. Moreover, if γ = γ′, then µγ′ = µ′ = µγ .

Therefore, assume γ′ < γ and µγ′ ≺ µ′. By Proposition 2.3 (b), φ ∈ Φ(µγ′ , µγ) = Φ(µγ′ , µ
′) and

µγ′(φ) < µ′(φ), which is a contradiction, and this proves (a).

In order to show (b), let us write φ = φ′ + r with r ∈ R and deg(r) < deg(φ) = deg(φ′).
If µγ(φ) > µγ∗(φ), then γ∗ = µγ∗(φ

′) ≥ γ = µγ(φ) > µγ∗(φ) = µ(r) = µ̃(r). Therefore,
µ̃(φ) ≥ µγ(φ) > µ̃(r) and µ̃(φ′) ≥ µγ∗(φ

′) > µ̃(r). So, we have µ̃(φ), µ̃(φ′) > µ̃(r), which is a
contradiction. Hence, µγ(φ) ≤ µγ∗(φ) and µγ � µγ∗ .

The last claims of (b) follow easily from (a) and the definition of augmented valuation.

For (c), since µγ 6= µ̃, there exists φ′ ∈ Φ(µγ , µ̃) such that µ(φ′) ≤ µγ(φ′) < µ̃(φ′) and deg(φ′) =
d(µγ , µ̃) ≥ d(µ, µ̃) (see Remark 2.2).

Let us assume d(µγ , µ̃) = d(µ, µ̃), then µ̃(φ′) ≤ γ(µ, µ̃) = µ̃(φ) = µγ(φ) = γ. Let us write
φ = φ′ + r with r ∈ R and deg(r) < d(µγ , µ̃) = d(µ, µ̃) = deg(φ). Since µγ(φ′) < µ̃(φ′) ≤
µγ(φ) = µ̃(φ), then µγ(r) = µ̃(r) = µγ(φ′) < µ̃(φ′) ≤ µ̃(φ). So, µ̃(r) < µ̃(φ′) ≤ µ̃(φ) which is a
contradiction. Hence, d(µγ , µ̃) > d(µ, µ̃). �
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We point out that if γ = γ(µ, µ̃) ∈ Λ(µ, µ̃) we can define an augmented valuation µγ with
d(µγ , µ̃) > d(µ, µ̃) (see Proposition 3.5 (c)).

The question is: What does happen when γ(µ, µ̃) 6∈ Λ(µ, µ̃)? Therefore, let us assume γ(µ, µ̃) 6∈
Λ(µ, µ̃). For each γ ∈ Λ(µ, µ̃), we fix φγ ∈ Φ(µ, µ̃) such that µ̃(φγ) = γ and we write µγ =
[µ ; µγ(φγ) = γ].

Lemma 3.6. With the above assumptions and notation, µγ does not depend on φγ ∈ Φ(µ, µ̃)
with µ̃(φγ) = γ for all γ ∈ Λ(µ, µ̃). Moreover, if γ ≤ γ′, then µγ � µγ′ . In particular,
{µγ ; γ ∈ Λ(µ, µ̃)} is a totally ordered subset of V al(R).

Proof. Let φ′ ∈ Φ(µ, µ̃) be such that µ̃(φ′) = µ̃(φγ) = γ. We write µ′ = [µ ; µ′(φ′) = γ] and φ′ =
φγ + r with deg(r) < deg(φγ) = deg(φ′) = d(µ, µ̃). Therefore, µ̃(r) = µ(r) = µγ(r) = µ′(r) ≥ γ
and µγ(φ′) ≥ γ.

For each f ∈ R, we write f = ad(φ
′)d + ad−1(φ′)d−1 + · · · + a0 with ai ∈ R and deg(ai) <

deg(φ′) = d(µ, µ̃), 0 ≤ i ≤ d. We have

µγ(f) ≥ min{µγ(ai(φ
′)i); 0 ≤ i ≤ d} ≥ min{µ(ai) + iγ; 0 ≤ i ≤ d} = µ′(f).

Note that µγ(ai(φ
′)i) = µ(ai) + iµγ(φ′) ≥ µ(ai) + iγ, 0 ≤ i ≤ d. Hence, µ′ � µγ . Similarly

µγ � µ′. Thus, µ′ = µγ .

On the other hand, let γ, γ′ ∈ Λ(µ, µ̃) be such that γ ≤ γ′ and φγ , φγ′ ∈ Φ(µ, µ̃) be such that
µγ = [µ ; µγ(φγ) = γ] and µγ′ = [µ ; µγ′(φγ′) = γ′]. We write φγ′ = φγ + r with r ∈ R and
deg(r) < d(µ, µ̃) = deg(φγ) = deg(φγ′). Since µ̃(φγ′) = µγ′(φγ′) = γ′ ≥ γ = µγ(φγ) = µ̃(φγ),
then µγ(r) = µ̃(r) ≥ γ. Hence, µγ′(φγ) ≥ µγ(φγ) = γ and since µγ is an augmented valuation,
we get µγ � µγ′ . �

Under the assumptions and notation as in the proof of Lemma 3.6, we have µγ = [µ ; µγ(φγ′) = γ]
and µγ′ = [µγ ; µγ′(φγ′) = γ′] for γ, γ′ ∈ Λ(µ, µ̃) with γ < γ′ (see Proposition 3.5 (a)).

We define µ∞ : R −→ R by µ∞(f) = sup{µγ(f); γ ∈ Λ(µ, µ̃)} for each f ∈ R. From Proposition
2.3 (c) and Lemma 3.6, we have µ∞ ∈ V al(R) and µ � µγ � µ∞ � µ̃. As in [M], µ∞ is called
the limit valuation for the pair (µ, µ̃).

Now, we give the main properties of limit valuations in the following results.

Proposition 3.7. With the above assumptions and notation, let us consider µ′ ∈ V al(R) such
that µ ≺ µ′ ≺ µ∞ � µ̃. Then there exists φ ∈ Φ(µ, µ̃) such that γ′ = µ′(φ) < µ∞(φ) and
µ′ = µγ′ , where µγ′ = [µ ; µγ′(φ) = γ′].

Proof. If γ′ = µ′(φ) = µ∞(φ) for all φ ∈ Φ(µ, µ̃), then µγ � µ′ for each γ ∈ Λ(µ, µ̃). Thus, by
definition of the limit valuation µ∞, we have µ∞ � µ′ .

Therefore, assume γ′ = µ′(φ) < µ∞(φ) for some φ ∈ Φ(µ, µ̃). If µγ′ ≺ µ′, then φ ∈ Φ(µγ′ , µ∞) =
Φ(µγ′ , µ

′) (see Proposition 2.3 (b)) and γ′ = µγ′(φ) < µ′(φ) = γ′, which is a contradiction. �

Remark 3.8. Let us consider µ′ ∈ V al(R) be such that µ ≺ µ′ ≺ µ̃ and write µ∗ = µ∞, when
γ(µ, µ̃) /∈ Λ(µ, µ̃) and µ∗ = [µ ; µ∗(φ) = γ(µ, µ̃)], when γ(µ, µ̃) ∈ Λ(µ, µ̃) for some φ ∈ Φ(µ, µ̃)
with µ̃(φ) = γ(µ, µ̃). Then we have the following possibilities:

(1) µ′(φ′) = µ̃(φ′) for each φ′ ∈ Φ(µ, µ̃). In this case, µ∗ � µ′. (This follows clearly from the
definition of µ∗.)
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(2) There exists φ′ ∈ Φ(µ, µ̃) such that γ′ = µ′(φ′) < µ̃(φ′). In this case, µγ′ = µ′ ≺ µ∗,
where µγ′ = [µ ; µ∗(φ

′) = γ′]. (Note that µγ′ � µ′ and if µγ′ ≺ µ′, then φ′ ∈ Φ(µγ′ , µ̃) =
Φ(µγ′ , µ

′) and γ′ = µγ′(φ
′) < µ′(φ′) = γ′ which is a contradiction. Moreover, if µ∗ = µ∞

then µγ′ ≺ µ∗ and if µ∗ = [µ ; µ∗(φ) = γ(µ, µ̃)], then µγ′ ≺ µ∗ by Proposition 3.5 (b).)

Proposition 3.9. With the above assumptions and notation, we have:

(1) If µ∞(f) =∞ for some non-zero polynomial f ∈ R, then µ∞ = µ̃.

(2) If γ(µ, µ̃) =∞, then µ∞ = µ̃.

(3) If µ∞ 6= µ̃, then µ∞ is a Krull valuation and γ(µ, µ̃) < ∞. In this case, d(µ∞, µ̃) >
d(µ, µ̃).

Proof. Assume µ∞(f) = ∞ for some f ∈ R − {0}. If µ∞ ≺ µ̃, then µ∞ is a Krull valuation by
Proposition 2.3 (a), which is a contradiction. Hence, (1) is showed.

To see (2), assume γ(µ, µ̃) =∞ and µ∞ 6= µ̃. There exists g ∈ Φ(µ∞, µ̃) such that µ∞(g) < µ̃(g).
In particular, µ∞(g) <∞ and d(µ, µ̃) ≤ d(µ∞, µ̃) (note that µ � µ∞ � µ̃).

Since γ(µ, µ̃) =∞, let us consider γ ∈ Λ(µ, µ̃) with

(d(µ∞, µ̃)− d(µ, µ̃))µ∞(T ) + γ > µ∞(g)

and write h = g − T d(µ∞,µ̃)−d(µ,µ̃)φγ . As deg(g) = d(µ∞, µ̃) and deg(φγ) = d(µ, µ̃), then
deg(h) < deg(g) = d(µ∞, µ̃). Furthermore, µγ � µ∞ � µ̃ and γ = µγ(φγ) = µ∞(φγ) = µ̃(φγ).

Thus, µ∞
(
T d(µ∞,µ̃)−d(µ,µ̃)φγ

)
> µ∞(g) and µ∞(h) = µ∞(g).

On the other hand, since µ̃
(
T d(µ∞,µ̃)−d(µ,µ̃)φγ

)
≥ µ∞

(
T d(µ∞,µ̃)−d(µ,µ̃)φγ

)
> µ∞(g), then µ̃(h) ≥

min{µ̃(g), µ̃
(
T d(µ∞,µ̃)−d(µ,µ̃)φγ

)
} > µ∞(g) = µ∞(h) which contradicts deg(h) < d(µ∞, µ̃).

Finally, if µ∞ 6= µ̃, then µ∞ is a Krull valuation by Proposition 2.3 (a) and γ(µ, µ̃) <∞ by (2).
Moreover, since µ � µ∞ � µ̃, then d(µ, µ̃) ≤ d(µ∞, µ̃).

Assume d(µ, µ̃) = d(µ∞, µ̃), then µ(φ) ≤ µ∞(φ) < µ̃(φ) for each φ ∈ Φ(µ∞, µ̃). In particular,
µ̃(φ) ∈ Λ(µ, µ̃). Since γ(µ, µ̃) 6∈ Λ(µ, µ̃), there exists γ0 ∈ Λ(µ, µ̃) such that γ > µ̃(φ) for each
γ ∈ Λ(µ, µ̃) with γ ≥ γ0. Therefore, we can write φ = φγ + rγ with rγ ∈ R and deg(rγ) <
deg(φγ) = d(µ, µ̃) = d(µ∞, µ̃) = deg(φ). Since µ∞(φγ) ≥ µγ(φγ) = γ = µ̃(φγ) > µ̃(φ), then
µ̃(φ) = µ̃(rγ) = µ∞(rγ) = µ∞(φ), which contradicts φ ∈ Φ(µ∞, µ̃). This completes the proof of
(3). �

To finish this section, we shall give an useful technical result on augmented valuations.

Lemma 3.10. With the above assumptions and notation, let us also assume γ ≤ µ̃(φ) (i.e.
µγ � µ̃). Then deg(φ) · µ̃(φ′) ≥ deg(φ′) · γ for each µ′ ∈ V al(R) with µ̃ � µ′ and each
φ′ ∈ Φ(µ̃, µ′).

Proof. Let us write deg(φ) = d and deg(φ′) = d′ and assume d · µ̃(φ′) < d′ · γ. Let β ∈ R be such
that d · µ̃(φ′) < d · β < d′ · γ and let us write µ̃β = [µ̃; µ̃β(φ′) = β].

We can write φd
′

= (φ′)d + a1(φ′)d−1 + · · · + as, with ai ∈ R and deg(ai) < d′, 1 ≤ i ≤ s.

Therefore, deg(φ′) · γ = µγ(φd
′
) ≤ µ̃β(φd

′
) ≤ µ̃β((φ′)d) = d · β < d′ · γ which is a contradiction.

Hence, deg(φ) · µ̃(φ′) ≥ deg(φ′) · γ. �
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4. Invariants

Throughout this section, µ ∈ V al(R) will be a fixed real valuation. Our main objective is to
introduce two invariants for such a µ, the Apéry base and the iterated sequence associated with
µ, and study the relations between them.

For each non-negative integer i ≥ 1, we define

ωi(µ) = sup{µ(f); f ∈ R, monic with deg(f) = i} ∈ R.

Note that ωi(µ) + ωj(µ) ≤ ωi+j(µ) and if ωi(µ) = ∞ for some non negative integer i, then
ωj(µ) = ∞ for all j ≥ i. We shall say that {ωi(µ)}i≥0 is the Apéry base of µ, where ω0(µ) =
µ(T ).

Next, we define inductively the iterated sequence of valuations {(µi, di, γi)}ti=0 associated
with µ.

First, we denote by µ0(
∑

0≤i≤d aiT
i) = min{µ(ai) + iµ(T ); 0 ≤ i ≤ d}. Since the restriction

µ|D of µ to D is µ(T )-compatible (in the sense of [CZ]), then µ0 ∈ V al(R) by Proposition 4.5 of
[CZ]. We write d0 = 1 and γ0 = µ(T ). Note that µ0 � µ and possibly µ(T ) < 0.

Since (µ0, d0, γ0) is already defined, let us assume that (µs, ds, γs) is defined for some s ≥ 0 with
µs � µ. We have the following possibilities:

a) If µs = µ, then t = s and there is nothing to do.

b) If µs 6= µ, then t > s and we have two possibilities more:

b.1) γ(µs, µ) ∈ Λ(µs, µ). In this case, ds+1 = d(µs, µ), γs+1 = γ(µs, µ) and µs+1 =
[µs ; µs+1(φs+1) = γs+1], where φs+1 ∈ Φ(µs, µ) with µ(φs+1) = γs+1 = γ(µs, µ);
i.e. µs+1 is an augmented valuation of µs.

b.2) γ(µs, µ) 6∈ Λ(µs, µ). In this case, ds+1 = d(µs, µ), γs+1 = γ(µs, µ) and µs+1 is the
limit valuation associated with the pair (µs, µ).

The existence of the iterated sequence of valuations associated with µ follows from Propositions
3.5 (c) and 3.9 and the following statements follow from the results of Section 3.

• t ∈ N ∪ {∞} and if t ∈ N, then µt = µ.

• µi is a Krull valuation on R, i < t.

• µi−1 ≺ µi � µ, 1 ≤ i ≤ t.

• d0 = 1 and di < di+1, 1 ≤ i < t.

• γ0 = µ(T ), γi ∈ R, 1 ≤ i < t and γt ∈ R when t ∈ N.

Firstly, we study the behavior of the iterated sequence of valuations associated with µ respect
to the order relation � .

Proposition 4.1. With the above assumptions and notation, let µ′ ∈ V al(R) be such that µ′ ≺ µ
and let {(µ′i, d′i, γ′i)}t

′

i=0 be the iterated sequence of valuations associated with µ′. We have the
following possibilities:

a) µ′(T ) < µ(T ). In this case, t′ = 0 and µ′0 = µ′ ≺ µ0.

b) µ′(T ) = µ(T ). In this case, there exists a non-negative integer 1 ≤ l ≤ t such that
µl−1 � µ′ ≺ µl. Furthermore, either µl−1 = µ′, t′ = l − 1, µ′i = µi, d

′
i = di and γ

′
i = γi,
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0 ≤ i ≤ t′ = l−1; or µl−1 ≺ µ′, t′ = l, µ′i = µi, d
′
i = di, γ

′
i = γi for 0 ≤ i ≤ t′−1 = l−1,

d′t′ = dt′ and there exists φ ∈ Φ(µl−1, µ) such that γ′t′ = µ′(φ) < µ(φ) and µ′ = µt′ =
[µl−1 ; µt′(φ) = γ′t′ ].

In particular, Jµ = {µ′ ∈ V al(R); µ′ � µ} is a totally ordered subset of V al(R).

Proof. First, assume µ′(T ) < µ(T ). Thus, µ′0 � µ′ ≺ µ. If µ′0 ≺ µ′, then Φ(µ′0, µ
′) = Φ(µ′0, µ)

(see Proposition 2.3 (b)), and since µ′0(T ) = µ′(T ) < µ(T ), then T ∈ Φ(µ′0, µ
′) which is a

contradiction. Hence, µ′0 = µ′ ≺ µ0 and this shows a).

Now, assume µ′(T ) = µ(T ). Thus, µ′0 = µ0 � µ′. Let l ∈ N ∪ {∞} be the greatest non negative
integer or infinity such that µj � µ′ for 0 ≤ j < l. We point out that l 6= ∞. If l = ∞, then
t =∞ and since {di}∞i=1 is a strictly increasing sequence of non-negative integers, then for every
f ∈ R there exists j ≥ 1 with deg(f) < dj and µ(f) = µj(f) ≤ µ′(f). So, µ � µ′ which is a
contradiction. Hence, µl−1 � µ′ ≺ µ.

If µl−1 = µ′, then b) follows from the definition of the iterated sequence of valuations.

If µl−1 ≺ µ′ ≺ µ, there exists φ ∈ Φ(µl−1, µ
′) = Φ(µl−1, µ) = Φ(µl−1, µl) such that γ′ =

µ′(φ) < µ(φ). (Otherwise, µl � µ′, which is a contradiction.) Furthermore, µγ′ � µ′ ≺ µ, where
µγ′ = [µl−1 ; µγ′(φ) = γ′]. If µγ′ ≺ µ′ ≺ µ, then Φ(µγ′ , µ

′) = Φ(µγ′ , µ) (see Proposition 2.3 (b))
and since γ′ = µγ′(φ) = µ′(φ) < µ(φ), then φ ∈ Φ(µγ′ , µ

′), which is a contradiction. Hence,
µγ′ = µ′ and µγ′ = µ′ ≺ µl. (This last is clear when µl is a limit valuation and follows from
Proposition 3.5 (b) when µl is an iterated valuation of µl−1.)

At this point, b) follows easily from the definition of the iterated sequence of valuations. �

The next result guarantees the existence of the minimum for the order � of two real valua-
tions.

Proposition 4.2. With the above assumptions and notation, let us consider µ̃ ∈ V al(R) such
that µ 6� µ̃, µ̃ 6� µ and assume µ′ ≺ µ and µ′ ≺ µ̃ for some µ′ ∈ V al(R). Then there exists
µ∗ ∈ V al(R) such that µ∗ ≺ µ, µ∗ ≺ µ̃ and Φ(µ∗, µ) ∩ Φ(µ∗, µ̃) = ∅. In particular, {µ′′ ∈
V al(R); µ∗ ≺ µ′′ � µ} ∩ {µ′′ ∈ V al(R); µ∗ ≺ µ′′ � µ̃} = ∅.

Proof. First, assume µ(T ) < µ̃(T ) (similarly if µ̃(T ) < µ(T )). In this case, µ0 ≺ µ̃, µ0 ≺ µ (note
that µ 6� µ̃) and d(µ0, µ̃) = 1. Furthermore, if Φ(µ0, µ) ∩ Φ(µ0, µ̃) 6= ∅, then d(µ0, µ) = 1 and
there exists T + a ∈ Φ(µ0, µ) ∩ Φ(µ0, µ̃) for some a ∈ D. Thus, min{µ(T ), µ(a)} = µ0(T + a) <
min{µ(T + a), µ̃(T + a)}, µ(T ) = µ(a) = µ̃(a) < µ̃(T ) and µ̃(T + a) = µ̃(a) = µ(a) = µ0(T + a),
which is a contradiction. Hence, Φ(µ0, µ) ∩ Φ(µ0, µ̃) = ∅.

Now, assume µ(T ) = µ̃(T ), then µ0 ≺ µ̃. Since µ 6� µ̃, there exists a non-negative integer
1 ≤ k < t such that µk−1 ≺ µ̃ and µk 6� µ̃. We can distinguish two possibilities:

A) µ′′ 6� µ̃ for each µ′′ ∈ V al(R) with µk−1 ≺ µ′′ ≺ µk. In this case, Φ(µk−1, µ)∩Φ(µk−1, µ̃) = ∅.
(Otherwise, let us consider φ ∈ Φ(µk−1, µ) ∩ Φ(µk−1, µ̃) and write γ′′ = min{µ(φ), µ̃(φ)}. Then
µk−1 ≺ µγ′′ � µk and µγ′′ � µ̃ which is a contradiction, where µγ′′ = [µk−1 ; µγ′′(φ) = γ′′].)

B) There exists µ′′ ∈ V al(R) with µk−1 ≺ µ′′ ≺ µk and µ′′ � µ̃. In this case, for every
µ′′ ∈ V al(R) with µk−1 ≺ µ′′ ≺ µk, there exists γ′′ ∈ Λ(µk−1, µk) = Λ(µk−1, µ) such that
µ′′ = µγ′′ = [µk−1 ; µγ′′(φ) = γ′′] for some φ ∈ Φ(µk−1, µ) (see Propositions 3.5 (a) and 3.7).

Let us consider γ∗ = sup{γ′′; µγ′′ ≺ µ̃}. We point out that γ∗ < γk = γ(µk−1, µ). (Otherwise,
µk � µ̃, which is a contradiction.) Thus, there exists φ∗ ∈ Φ(µk−1, µ) such that µ(φ∗) > γ∗ >
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µk−1(φ∗) and µ∗ = µγ∗ = [µk−1 ; µγ∗(φ) = γ∗] ≺ µ̃, also by Propositions 3.5 (a) and 3.7. Note
that µ∗ ≺ µk.

Finally, Φ(µ∗, µ) ∩ Φ(µ∗, µ̃) = ∅. Otherwise, there exists φ′ ∈ Φ(µ∗, µ) ∩ Φ(µ∗, µ̃). Since φ∗ ∈
Φ(µ∗, µ), then deg(φ∗) = deg(φ′) = dk and φ′ ∈ Φ(µk−1, µ). Therefore, µ∗ ≺ µγ̂ ≺ µ̃, where
γ̃ = min{µ(φ′), µ̃(φ′)} and µγ̃ = [µ∗ ; µγ̃(φ′) = γ̃]. Since µγ̃ = [µk−1 ; µγ̃(φ′) = γ̃], then µγ̂ ≺ µk
which is a contradiction. �

As an easy consequence of Lemma 3.10, we have the following result.

Proposition 4.3. With the above assumptions and notation, let us also assume t ≥ 2, then
di+1γi < diγi+1, 1 ≤ i < t.

The relation between the iterated sequence of valuations associated with µ and the Apéry base
of µ is stated in the following:

Theorem 4.4. With the above assumptions and notation, let i ≥ 1 be a non negative integer

such that dk−1 ≤ i < dk (here dk = ∞ when k − 1 = t) and let us write i =
∑k−1
j=0 sjdj with

0 ≤ sj < dj+1/dj, 0 ≤ j ≤ k − 1. Then ωi(µ) =
∑k−1
j=0 sjγj, where

∑k−1
j=0 sjγj = ∞ if k − 1 = t

and γt = ∞. In particular, ωdj (µ) = γj, 1 ≤ j ≤ t. Moreover, ωi(µ) ≤ (i/dk−1)γk−1 and the
equality holds if and only if dk−1 divides i.

Proof. The proof is by induction on k.

Since µ(f) = µ0(f) for each f ∈ R such that deg(f) < d1, then ωi(µ) = ωi(µ0) = iµ(T ) = iγ0

for 1 ≤ i < d1 and the result is stated for k = 1.

Let us assume the result true for all non-negative integer l such that dh−1 ≤ l < dh with h ≤ k−1.
Consider a non-negative integer i with dk−1 ≤ i < dk.

Let {β(h)
n }∞n=1 ⊂ Λ(µh−1, µ) be a sequence such that limn→∞ β

(h)
n = γh, for all 1 ≤ h ≤ k. (If

γh ∈ Λ(µh−1, µ), we take β
(h)
n = γh for all n ≥ 1.) We also fix φ

(h)
n ∈ Φ(µh−1, µ) such that

µ(φ
(h)
n ) = µh(φ

(h)
n ) = β

(h)
n , n ≥ 1 and 1 ≤ h < k. (If γh ∈ Λ(µh−1, µ), we take φ

(h)
n = φ with

µ(φ) = γh for all n ≥ 1.) Furthermore, let us write µ(n) = [µh−1 ; µ(n)(φ
(h)
n ) = β

(h)
n ], n ≥ 1.

Let us consider f ∈ R a monic left skew polynomial with deg(f) = i and write

f = q
(n)
0 (φ(k−1)

n )sk−1 + q
(n)
1 (φ(k−1)

n )sk−1−1 + · · ·+ q(n)
sk−1

with deg(q
(n)
l ) < dk−1, 0 ≤ l ≤ sk−1, n ≥ 1. Then µk−1(f) = µ(f) = µ(n)(f) ≤ µk−2(q

(n)
0 ) +

sk−1β
(k−1)
n , n ≥ 1. Since q

(n)
0 is monic, deg(q

(n)
0 ) = l = i− sk−1dk−1 =

∑k−2
j=0 sjdj and sk−1 6= 0,

then µk−2(q
(n)
0 ) ≤ ωl(µ) =

∑k−2
j=0 sjγj by induction hypothesis. Hence, µk−1(f) = µ(f) ≤∑k−1

j=0 sjγj and ωi(µ) ≤
∑k−1
j=0 sjγj .

On the other hand, if gn = T s0
∏k−1
j=1 (φ

(j)
n )sj , n ≥ 1, then deg(gn) = i and µ(gn) =

∑k−1
j=0 sjβ

(j)
n ≤

ωi(µ), where β
(0)
n = µ(T ) = µ0(T ) = γ0, n ≥ 1. Therefore, limn→∞(

∑k−1
j=0 sjβ

(j)
n ) =

∑k−1
j=0 sjγj ≤

ωi(µ). Hence, ωi(µ) =
∑k−1
j=0 sjγj .

Finally, since γ0/d0 < γ1/d1 < · · · < γk/dk (see Proposition 4.3), then

ωi(µ) ≤ sk−1γk−1 + · · ·+ s1γ1 + s0
d0

d1
γ1 =
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= sk−1γk−1 + · · ·+ s2γ2 +
s1d1 + s0d0

d1
γ1 ≤ sk−1γk−1 + · · ·+ s2γ2 +

s1d1 + s0d0

d2
γ2 =

= sk−1γk−1 + · · ·+ s3γ3 +
s2d2 + s1d1 + s0d0

d2
γ2 ≤ · · · ≤

≤ sk−1γk−1 +
sk−2dk−2 + · · ·+ s1d1 + s0d0

dk−1
γk−1 =

i

dk−1
γk−1.

Note that if sj 6= 0 for some 0 ≤ j < k− 1, then the corresponding inequality must be strict and
this complete the proof. �

Notice that Theorem 4.4 shows that the Apéry base {ωi(µ)}i≥0 is determined by the sequence
{(di, γi)}i≥0 (i.e. the numerical part of the iterated sequence of valuations associated with µ).
The converse is also true, that is the Apéry base determines the numerical part of the iterated
sequence of valuations. In fact, we have the following:

Corollary 4.5. With the above assumptions and notation, we have

a) d1 = 1 if and only if ω0(µ) < ω1(µ).

b) For k > 1 the following statements are equivalent:

b.1) ωk(µ) > ωr(µ) + ωs(µ) for each r and s with 1 ≤ r, s < k and r + s = k.

b.2) k ∈ {di; di > 1}.

Proof. a) Assume d1 = 1, then µ0(T + a) < µ(T + a) for some a ∈ D. If µ(a) < µ(T ), then
µ(a) = µ0(T + a) = µ(T + a) which is a contradiction. Thus, µ(a) ≥ µ(T ) and ω0(µ) = µ(T ) ≤
µ0(T + a) < µ(T + a) ≤ ω1(µ).

Conversely, assume µ(T ) = ω0(µ) < ω1(µ), then µ(T ) < µ(T + a) for some a ∈ D. Thus,
µ(T ) = µ(a) and µ(T ) = µ(a) = µ0(T + a) < µ(T + a). Hence, d1 = 1.

b) To see b.1)=⇒b.2), assume k /∈ {di; di > 1}, so di < k < di+1 for some non negative integer

i (here di+1 = ∞ when i = t < ∞). We can write k =
∑i
j=0 sjdj with 0 ≤ sj < dj+1/dj ,

0 ≤ j ≤ i. We have
∑k−1
j=0 sj ≥ 2 (otherwise, k = dj > 1). Now, it follows immediately that

ωk(µ) = ωr(µ) + ωs(µ) for some r and s with 1 ≤ r, s < k and r + s = k.

b.2)=⇒b.1). Assume k = di > 1 and let r and s be such that 1 ≤ r, s < k and r + s = k.
By Theorem 4.4, ωr(µ) ≤ (r/di−1)γi−1 and ωs(µ) ≤ (s/di−1)γi−1. Thus, ωr(µ) + ωs(µ) ≤
((r + s)/di−1)γi−1 = (di/di−1)γi−1 < γi = ωdi(µ). �

5. The tree structure

In this section, we fix a proper σ-compatible valuation ν on D such that

I(σ, δ, ν) = inf{ν(δ(a))− ν(a); a ∈ D − {0}} > −∞.
We call I(σ, δ, ν) the compatibility index of ν and we write V alν(R) = {µ ∈ V al(R); µ|D = ν}.
Notice that V alν(R) 6= ∅, since I(σ, δ, ν) > −∞. (See Proposition 4.5 of [CZ].)

Next and following [FJ], we recall some definitions about trees.

Let (T ,≤) be a partially ordered set (poset), we say that a totally ordered subset S ⊂ T is full,
if σ, σ′ ∈ S, τ ∈ T and σ ≤ τ ≤ σ′ imply τ ∈ S.

Definition 5.1. A non-metric tree is a poset (T ,≤) such that
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(T1) For every σ, τ ∈ T there exists ε ∈ T with ε ≤ σ and ε ≤ τ ;

(T2) for every τ ∈ T the set {σ ∈ T ; σ ≤ τ} is order isomorphic to an interval of R;

(T3) every full, totally ordered subset of T is order isomorphic to an interval of R.

Furthermore, T is said complete if every increasing sequence (τi)i≥1 in T is bounded above,
i.e. there exists τ∞ ∈ T such that τi ≤ τ∞ for every i.

We point out that the above definition of a non-metric tree does not verifies that every non-empty
subset S of T has an infimum in T . In [N] it is suggested to include this last as another condition
to be a non-metric tree (see that paper for more details). In our case, the existence of infimum
will be guaranteed by Proposition 4.2.

Definition 5.2. A parameterization of a non-metric tree (T ,≤) is an increasing (or decreasing)
mapping α : T −→ [−∞,+∞] whose restriction to any full totally ordered subset of T gives a
one to one map onto an interval of R.

Our main result is:

Theorem 5.3. With the above assumptions and notation (V alν(R),�) is a parameterized com-
plete non-metric tree.

First, we define a parameterization on (V alν(R),�). Namely, αν : V alν(R) −→ R be the
map given by αν(µ) = γt/dt when t 6= ∞ and αν(µ) = limi→∞ γi/di when t = ∞. Where
{(µi, di, γi)}ti=0 is the iterated sequence of valuations associated with µ ∈ V alν(R).

For the proof of Theorem 5.3, we first note that the tree condition (T1), follows from Proposition
4.2. Furthermore, by Proposition 2.3 (c), V alν(R) is complete. The rest of the proof is an easy
consequence of the following:

Lemma 5.4. Let us consider µ′, µ ∈ V alν(R) and denote by {(µi, di, γi)}ti=0 and {(µ′i, d′i, γ′i)}si=0

the iterated sequence of valuations associated with µ and µ′, respectively. We have the following
statements:

(a) αν is a strictly increasing map.

(b) Jµ = {µ′ ∈ V alν(R); µ′ � µ} is a full totally ordered subset of V alν(R) for each
µ ∈ V alν(R) and αν is a strictly increasing map whose restriction αJµ to Jµ is an

increasing one to one map from Jµ onto an interval of R.

(c) Let S be a full totally ordered subset of V alν(R), then αν(S) is order isomorphic to an
interval of R via αν .

Proof. Assume µ′ ≺ µ. By Proposition 4.1, s <∞ and we can distinguish two possibilities:

(1) If µ′(T ) < µ(T ), t′ = 0 and µ′0 = µ′ ≺ µ0. Since d′0 = 1, γ′0 = µ′(T ), and γ0 = µ(T ), we get

αν(µ′) =
γ′0
d′0

<
γ0

d0
≤ αν(µ).

(2) If µ′(T ) = µ(T ), there exists a non-negative integer 1 ≤ l ≤ t such that µl−1 � µ′ ≺ µl.

Moreover, either µl−1 = µ′ and αν(µ′) =
γl−1

dl−1
<

γt
dt

= αν(µ), by Proposition 4.3, or µl−1 ≺

µ′ ≺ µl, µ
′ = [µl−1, γ

′
s = µ′(φ)] and αν(µ′) =

γ′s
d′s

<
γt
dt

= αν(µ), where φ ∈ Φ(µl−1, µ
′), s =
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l, µ′i = µi, d
′
i = di, γ

′
i = γi for 0 ≤ i ≤ s − 1 = l − 1 and d′s = dt. In the last case, note that

µl−1 ≺ µ′ ≺ µ and we can also apply Proposition 4.3. So, we have proved (a).

By Proposition 4.1 and statement (a) above, to get (b) we must only see that αJµ is an onto
map.

Let us consider a a real number such that a < αν(µ). There exists a non-negative integer k such
that 1 ≤ k < t and γk−1/dk−1 ≤ a < γk/dk.

If γk−1/dk−1 = a, then αν(µk−1) = a.

If γk−1/dk−1 < a < γk/dk, we can distinguish two possibilities:

(1) γk ∈ Λ(µk−1, µ). In this case, let φ ∈ Φ(µk−1, µ) be such that µ(φ) > adk and µ′ =
[µk−1;µ′(φ) = dka]. Then µ′ � µ and αν(µ′) = a.

(2) γk /∈ Λ(µk−1, µ). In this case, µk is the limit valuation associated with the pair (µk−1, µ).
Let φ ∈ Φ(µk−1, µ) be such that µ(φ) > adk. Note that µ(φ) = γ < γk. If µ′ =
[µk−1;µ′(φ) = dka], then µ′ � µ and αν(µ′) = a.

To see (c), we point out that S is bounded above by Proposition 2.3 (c). Let µ̃ ∈ V alν(R) be
an upper bound of S. Thus S ⊂ {µ ∈ V alν(R); µ � µ̃} = Jµ̃ and αν : Jµ̃ → (−∞, αν(µ̃)] is
a strictly increasing order isomorphism, by the above statement. Hence, αν(S) is a full totally
ordered subset of (−∞, αν(µ̃)] and it must be an interval of R.

�

Remark 5.5. Notice that (V al(R),�) is the disjoint union of (V alν(R),�) such that I(σ, δ, ν) >
−∞.

On the other hand, it is possible that I(σ, δ, ν) = −∞ and thus V alν(R) = ∅. For instance,
let D = K({Xi}∞i=1) be the quotient field of the polynomial ring K[{Xi}∞i=1] in a denumerable
set of variables {Xi}∞i=1 with coefficients in a commutative field K. We take σ = 1D and δ the
K-derivation given by δ(Xi) = Xi+1. Finally, let ν be the monomial valuation on D given by
ν(Xn) = −n2. Since ν(δ(Xn))−ν(Xn) = −(n+ 1)2 +n2 = −(2n+ 1), we have I(1D, δ, ν) = −∞

6. MacLane Key Polynomials

In this section, we shall define left key skew polynomials for Krull valuations in a similar way as
in [M]. In fact, our concept of left key skew polynomial coincides with MacLane’s one when we
only consider the polynomial ring in one variable with coefficients in a commutative field, (i.e.
when D is a commutative field, σ = 1D and δ = 0).

With the notation as in the previous sections, let µ ∈ V al(R) be a Krull real valuation.

Definition 6.1. For any f, g ∈ R we say:

(1) f is µ-equivalent to g, if µ(f − g) > µ(f) = µ(g). We shall denote it by f ∼µ g or
simply by f ∼ g when no confusion can arise.

(2) g is left µ-divisible by f , if there exists h ∈ R such that g ∼µ hf .

Definition 6.2. A non-zero element φ ∈ R is a left key skew polynomial for µ if it satisfies
the following conditions:

(K.1) Irreducibility. Let f, g ∈ R be such that fg is left µ-divisible by φ, then one of the
factors is left µ-divisible by φ.
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(K.2) Minimal degree. For all f ∈ R such that f is left µ-divisible by φ, we have deg(φ) ≤
deg(f).

(K.3) Monicity. The leading coefficient of φ is 1.

(K.4) Compatibility. µ(φ) < min{µ(r(φ, a)) − µ(a); a ∈ R, 0 ≤ deg(a) < deg(φ)}, where
φ · a = q(φ, a) · φ+ r(φ, a), with deg(q(φ, a)) = deg(a) and deg(r(φ, a)) < deg(φ).

For a left key skew polynomial φ ∈ R, we write I(σ, δ, µ, φ) = min{µ(r(φ, a))−µ(a); a ∈ R, 0 ≤
deg(a) < deg(φ)} and we call I(σ, δ, µ, φ) the left compatibility index of φ with respect to µ.
Therefore, the compatibility property means I(σ, δ, µ, φ) > µ(φ)

In a similar way as in Theorem 3.4, we have the following result.

Proposition 6.3. With the above assumptions and notation, let φ be a left key skew polynomial
for µ and τ ∈ R be such that I(σ, δ, µ, φ) ≥ τ > µ(φ). Let us write µτ (g) = min{µ(gi) + iτ ; 0 ≤
i ≤ r} for each g ∈ R, where g =

∑r
i=0 giφ

i with deg(gi) < deg(φ), 0 ≤ i ≤ r. Then µτ ∈ V al(R).
Furthermore, µ � µτ and µτ (f) = µ(f) for each f ∈ R such that deg(f) < deg(φ).

We point out that Proposition 6.3 is nothing but Theorem 4.2 of [M] and as in that paper we
call µτ an augmented valuation of µ and we write µτ = [µ ; µτ (φ) = τ ]. (See also section
3.)

The next result characterize left key skew polynomial in terms of the natural partial order on
the set V al(R).

Theorem 6.4. With the above assumptions and notation, let φ ∈ R be a monic left skew
polynomial. Then φ is a left key skew polynomial for µ if and only if there exists µ̃ ∈ V al(R)
such that µ ≺ µ̃ and φ ∈ Φ(µ, µ̃).

Proof. The necessary condition is consequence of Proposition 6.3.

For the sufficient condition, since the monicity and compatibility properties with respect to µ are
verified for every φ ∈ Φ(µ, µ̃), we only must prove minimal degree and irreducibility properties
with respect to µ.

First, we proof that φ satisfies the minimal degree property with respect µ. If f ∈ R is left
µ-divisible by φ and deg(f) < deg(φ), then µ(f − hφ) > µ(f) = µ(hφ). Since, µ(f) = µ̃(f) and
µ(hφ) < µ̃(hφ), we get µ(f) = µ̃(f) < min{µ̃(f − hφ), µ̃(hφ)} which is a contradiction.

In order to see the irreducibility property with respect to µ, let f, g ∈ R be such that fg is
left µ-divisible by φ and assume that neither f nor g are left µ-divisible by φ. Let us consider
h ∈ R such that µ(fg − hφ) > µ(fg) = µ(hφ) and write f = qfφ + rf and g = qgφ + rg with
0 ≤ deg(rf ),deg(rg) < deg(φ).

Since f is not left µ-divisible by φ, then µ(rf ) ≤ µ(f). Moreover, if µ(rf ) < µ(f), then µ̃(rf ) =
µ(rf ) < µ(f) ≤ µ̃(f) and µ̃(rf ) = µ(rf ) = µ(qfφ) < µ̃(qfφ), which is a contradiction. Hence,
µ(rf ) = µ(f) and similarly µ(rg) = µ(g).

Furthermore, we have fg − hφ = ∆ + rfrg, where ∆ = qfφqgφ + rfqgφ + qfφrg − hφ. Since
µ(fg − hφ) > µ(fg) = µ(rfrg) = µ̃(rfrg), then µ(∆) = µ(rfrg) = µ̃(rfrg). Thus, µ̃(fg − hφ) ≥
µ(fg − hφ) > µ̃(rfrg) and µ̃(∆) > µ(∆) = µ̃(rfrg), which is a contradiction.

�
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6.1. Examples. To finish the paper, we give two examples for which I(σ, δ, µ, φ) = ∞. The
examples are given under the assumption that σ is the identity map on D and the reader can
recognize φ as a central element of R = D[T ; 1D, δ] = D[T ; δ] according with the characterization
given by Amitsur Theorem (see [J], Theorem 1.1.32). Note that I(σ, δ, µ, φ) = ∞ if and only
if for every a ∈ R with deg(a) < deg(φ) there exists a′ ∈ R such that φa = a′φ if and only if
φR ⊆ Rφ.

6.1.1. Zero characteristic case. LetD = C(X;σ) be the Ore quotient ring of C[X;σ, 0] = C[X;σ],
where σ is the conjugation automorphism on C. Note that D is a division ring. (See chapter 6
of [GW] for details on Ore quotient rings.)

Let δ be the inner derivation on D associated with i ∈ C (i.e. δ(a) = ia − ai for each a ∈ D.)
Note that δ(X2n+1) = 2iX2n+1 and δ(X2n) = 0. We write R = D[T ; 1D, δ] = D[T ; δ].

Let us also write degX the usual degree in C[X;σ] and denote by ν the valuation −degX on D.
We have ν(δ(P (X))) ≥ ν(P (X)) for each P (X) ∈ C[X;σ]. In particular, ν(δ(a)) ≥ ν(a) for each
a ∈ D. Therefore, we can consider µ0 : R −→ R the extension of ν given by µ0(T ) = 0. (See
Proposition 4.5 of [CZ].)

We note that T − i is a central element of R, since δ is the inner derivation associated with i.
Moreover, since T − i has degree one, it is easy to check that T − i is a left skew key polynomial
for µ0 and obviously I(1D, δ, µ0, T − i) =∞.

6.1.2. Positive characteristic case. Let D = K(X,Y ) be the field of rational functions in two
variables over a commutative field K of characteristic p > 0. Let ν : D −→ R be the monomial
valuation given by ν(X) = 1 and ν(Y ) = β, where β ∈ R is a non-negative irrational num-
ber. Recall that ν(

∑
0≤i+j≤h aijX

iY j) = min{i + βj; aij 6= 0} for each
∑

0≤i+j≤h aijX
iY j ∈

K[X,Y ].

Let n be a non-negative integer, such that n − β > 1/p, δ the K-derivation on D given by δ =

Xn ∂

∂Y
and write R = D[T ; 1D, δ] = D[T ; δ]. It is easy to check that ν(δ(a))−ν(a) ≥ n−β > 1/p

for each a ∈ D. Let µ0 : R −→ R be the extension of ν such that µ0(T ) = 1/p. (See Proposition
4.5 of [CZ].)

Since δp(a) = 0 for each a ∈ D, then T p − X commutes with every element of D. Moreover,
since X commutes with T , then T p −X commutes with every monomial aT j , a ∈ D and hence
with every left skew polynomial of R.

Finally, we point out that T p −X is a left key skew polynomial for µ0 with I(µ0, T
p −X) =∞.

Note that we must only see that T p−X verifies irreducibility and minimal degree properties for
µ0. This is quite technical and we do not include the proof here.

References

[BR] M. Baker and R. Rumely, Potential Theory and Dynamics on the Berkovich Projective Line. Mathematical

Surveys and Monographs 159, (Amer. Math. Soc., Providence RI 2010.)
[Ber] V.G. Berkovich, Spectral Theory and Analytic Geometry over non-Archimedean Fields. Mathematical Sur-

veys and Monographs 33, (Amer. Math. Soc., Providence RI 1990.)

[CZ] R.C. Churchill and Y. Zhang, Irreducibility criteria for skew polynomials. J. Algebra. 322, (2009),
3797−3822.

[FJ] C. Favre and M. Jonsson, The Valuative Tree. Lec. Notes in Math. 1853. (Springer-Verlag. 2004.)
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