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Abstract. Refining a constructive combinatorial method due to MacLane
and Schilling, we give several criteria for a valued field that guarantee that

all of its maximal immediate extensions have infinite transcendence degree.
If the value group of the field has countable cofinality, then these criteria
give the same information for the completions of the field. The criteria have

applications to the classification of valuations on rational function fields. We
also apply the criteria to the question which extensions of a maximal valued
field, algebraic or of finite transcendence degree, are again maximal. In the
case of valued fields of infinite p-degree, we obtain the worst possible examples

of nonuniqueness of maximal immediate extensions: fields which admit an
algebraic maximal immediate extension as well as one of infinite transcendence
degree.

1. Introduction

In this paper, we denote a valued field by (K, v), its value group by vK, and its
residue field by Kv. When we talk of a valued field extension (L|K, v) we mean
that (L, v) is a valued field, L|K a field extension, and K is endowed with the
restriction of v. For the basic facts about valued fields, we refer the reader to
[2, 3, 9, 14, 16, 17].

One of the basic problems in valuation theory is the description of the possible
extensions of a valuation from a valued field (K, v) to a given extension field L.
The case of an algebraic extension L|K is taken care of by ramification theory.

Another important case is given when L|K is an algebraic function field. Val-
uations on algebraic function fields appear naturally in algebraic geometry, real
algebraic geometry and the model theory of valued fields, to name only a few areas.
Local uniformization, the local form of resolution of singularities, is essentially a
property of valued algebraic function fields (cf. [6]). This problem, which is still
open in positive characteristic, requires a detailed knowledge of all possible valua-
tions on such function fields. The same is true for corresponding problems in the
model theory of valued fields.

By means of ramification theory, the problem of describing all appearing valua-
tions is reduced to the case of rational function fields. The case of a single variable
attracted many authors; see the references in [7] for a selection from the exten-
sive literature on this case. The case of higher transcendence degree was treated
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in [7]. What at first glance appeared to be problem easily solvable by induction,
turned out to tightly connected with the intricate question whether the maximal
immediate extensions of a given valued field have finite or infinite transcendence
degree.

An extension (L|K, v) of valued fields is called immediate if the canonical em-
beddings vK ↪→ vL and Kv ↪→ Lv are onto. It was shown by W. Krull [11] that
maximal immediate extensions exist for every valued field. The proof uses Zorn’s
Lemma in combination with an upper bound for the cardinality of valued fields with
prescribed value group and residue field. Krull’s deduction of this upper bound is
hard to read; later, K. A. H. Gravett [4] gave a nice and simple proof.

A valued field (K, v) is called henselian if it satisfies Hensel’s Lemma, or equiva-
lently, if the extension of its valuation v to its algebraic closure, which we will denote
by K̃, is unique. A henselization of (K, v) is an extension which is henselian and
minimal in the sense that it can be embedded over K, as a valued field, in every
other henselian extension field of (K, v). Therefore, a henselization of (K, v) can be
found in every henselian extension field, and henselizations are unique up to valua-
tion preserving isomorphism over K (this is why we will speak of the henselization
of (K, v). The henselization is an immediate separable-algebraic extension.

A valued field is called maximal if it does not admit any proper immediate
extension; clearly, maximal immediate extensions are maximal fields. I. Kaplan-
sky ([5]) characterized the maximal field as those in which every pseudo Cauchy
sequence admits a pseudo limit. From this result it follows that power series fields
are maximal fields. For example, for any field k the Laurent series field k((t)) with
the t-adic valuation is a maximal immediate extension of k(t), and it is well known
that k((t)) is of infinite transcendence degree over k(t). This can be shown by a
cardinality argument (and some facts about field extensions in case k is not count-
able). A constructive proof was given by MacLane and Schilling in Section 3 of
[12]. Our main theorem is a far-reaching generalization of their result. A part of
this theorem has already been applied in [7] to the problem described above.

Theorem 1.1. Take a valued field extension (L|K, v) of finite transcendence degree
≥ 0, with v nontrivial on L. Assume that one of the following four cases holds:

valuation-transcendental case: vL/vK is not a torsion group, or Lv|Kv is tran-
scendental;

value-algebraic case: vL/vK contains elements of arbitrarily high order, or there
is a subgroup Γ ⊆ vL containing vK such that Γ/vK is an infinite torsion group
and the order of each of its elements is prime to the characteristic exponent of Kv;

residue-algebraic case: Lv contains elements of arbitrarily high degree over Kv;

separable-algebraic case: L|K contains a separable-algebraic subextension L0|K
such that within some henselization of L, the corresponding extension Lh

0 |Kh is
infinite.

Then each maximal immediate extension of (L, v) has infinite transcendence degree
over L. If the cofinality of vL is countable (which for instance is the case if vL
contains an element γ such that γ > vK), then already the completion of (L, v) has
infinite transcendence degree over L.

Note that the cofinality of vL is equal to the cofinality of vK unless there is
some γ in vL which is larger than every element of vK. In that case, because L|K
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has finite transcendence degree, vL will have countable cofinality, no matter what
the cofinality of vK is.

Note further that the condition in the residue-algebraic case always holds when
Lv|Kv contains an infinite separable-algebraic subextension; this is a consequence
of the Theorem of the Primitive Element. There is no analogue of this theorem
in abelian groups; therefore, the first condition in the value-algebraic case does
not follow from the second. As an example, take q to be a prime different from
charKv and consider the case where vL/vK is an infinite product of Z/qZ. Under
the second condition, however, the result can easily be deduced from the separable-
algebraic case by passing to a henselization Lh of L and using Hensel’s Lemma to
show that Lh|K admits the required subextension. For the details, see the proof of
Theorem 1.1 in Section 3.

The key assumption in the separable-algebraic case is that the separable-algebraic
subextension remains infinite when passing to the respective henselizations. We
show that this condition is crucial. Take a valued field (k, v) which has a tran-
scendental maximal immediate extension (M,v). We know that (M,v) is henselian
(cf. Lemma 2.1). Take a transcendence basis T of M |k and set K := k(T ). Then
from Lemma 2.3 it follows that the henselization Kh of K inside of (M, v) is an
infinite separable-algebraic subextension of (M |K, v). But M is a maximal imme-
diate extension of L := Kh and M |L is algebraic. Hence the assertion of Theorem
1.1 does not necessarily hold without the condition that Lh

0 |Kh is infinite.

An interesting special case is given when (K, v) is itself a maximal field. In this
case, it is well known that if (L|K, v) is a finite extension, then (L, v) is itself a
maximal field. So we ask what happens if (L|K, v) is infinite algebraic or tran-
scendental of finite transcendence degree. Under which conditions could (L, v) be
again a maximal field? This question will be addressed in Section 4, where all of
the following theorems will be proved.

Theorem 1.2. Take a maximal field (K, v) and an infinite algebraic extension
(L|K, v). Assume that L|K contains an infinite separable subextension or that

(1) (vK : pvK)[Kv : Kvp] < ∞ ,

where p is the characteristic exponent of Kv. Then every maximal immediate ex-
tension of (L, v) has infinite transcendence degree over L.

As an immediate consequence, we obtain:

Corollary 1.3. Take a maximal field (K, v) of characteristic 0 and an algebraic
extension (L|K, v). Then (L, v) is maximal if and only if L|K is a finite extension.

It remains to discuss the case where L|K is an infinite extension, its maximal
separable subextension K ′|K is finite, and condition (1) fails. Since then also
(K ′, v) is maximal, we can replace K by K ′ and simply concentrate on the case
where L|K is purely inseparable.

Note that if the maximal field K is of characteristic p, then condition (1) implies
that the p-degree of K is finite, as it is equal to (vK : pvK)[Kv : Kvp]. If condition
(1) does not hold, then the purely inseparable extension K1/p|K is infinite; since
vK1/p = 1

pvK and K1/pv = (Kv)1/p, we then have that vK1/p/vK is of exponent

p, every element in K1/pv \Kv has degree p over Kv, and at least one of the two
extensions is infinite. Since (K1/p, v) is again maximal (regardless of the p-degree
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of K, see Lemma 4.1), this case shows that the assertion of Theorem 1.1 may fail
even when vL/vK is an infinite torsion group or Lv|Kv is an infinite algebraic
extension. In fact, all possible cases can appear for infinite p-degree:

Theorem 1.4. Take a maximal field (K, v) of characteristic p > 0 for which con-
dition (1) fails (which is equivalent to K having infinite p-degree). Take κ to be the
maximum of (vK : pvK) and [Kv : Kvp], considered as cardinals. Then:

a) The valued field (K1/p, v) is again maximal, although vK1/p/vK is an infinite
torsion group or K1/pv|Kv is an infinite algebraic extension.

b) For every n ∈ N and every infinite cardinal λ ≤ κ, there are subextensions
(Ln|K, v) and (Lλ|K, v) of (K1/p|K, v) such that (K1/p|Lλ, v) is an immediate
algebraic extension of degree λ and (K1/p|Ln, v) is an immediate algebraic extension
of degree pn.

c) There is a purely inseparable extension (L|K, v) with

• vL = 1
pvK and Lv = Kv if (vK : pvK) = ∞,

• vL = vK and Lv = (Kv)1/p if [Kv : Kvp] = ∞,

such that every maximal immediate extension of (L, v) has transcendence degree at
least κ. In both cases, L can also be taken to simultaneously satisfy vL = 1

pvK and

Lv = (Kv)1/p.

If the cofinality of vK is countable, then in b), K1/p can be replaced by the
completion of Lλ or Ln, respectively, and in c), “maximal immediate extension”
can be replaced by “completion”.

Case b) of this theorem is a generalization of Nagata’s example ([13, Appendix,
Example (E3.1), pp. 206-207]). Similar to that example, the valued fields in b) are
nonmaximal fields admitting an algebraic maximal immediate extension. We note
that the field L of part c) is not contained in K1/p.

It was shown by Kaplansky that if a valued field satisfies “hypothesis A”, then its
maximal immediate extensions are unique up to isomorphism ([5, Theorem 5]; see
also [10]). Kaplansky also gives an example for a valued field for which uniqueness
fails ([5, Section 5]). The question whether uniqueness always fails when hypothesis
A is violated is open. Different partial answers were given in [10] and in [15]. To
the best knowledge of the authors, the next theorem presents, for the first time in
the literature, the worst case of nonuniqueness:

Theorem 1.5. Take a maximal field (K, v) of characteristic p > 0 satisfying one
of the following conditions:

i) vK/pvK is infinite and vK admits a set of representatives of the cosets modulo
pvK which contains an infinite bounded subset, or

ii) the residue field extension Kv|(Kv)p is infinite and the value group vK is not
discrete.

Then there is an infinite purely inseparable extension (L, v) of (K, v) which admits
(K1/p, v) as an algebraic maximal immediate extension, but also admits a maximal
immediate extension of infinite transcendence degree.

Let us mention that the condition of i) always holds when vK/pvK is infinite and
vK is of finite rank, or Γ/pΓ is infinite for some archimedean component Γ of vK.
For example, if Fp denotes the field with p elements and G is an ordered subgroup
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of the reals of the form
⊕

i∈N riZ, then the power series field Fp((G)) satisfies the
condition of i). If ti , i ∈ N, are algebraically independent over Fp , then the power
series field Fp(ti | i ∈ N)((Q)) with residue field Fp(ti | i ∈ N) satisfies the condition
of ii).

Finally, let us discuss the case of transcendental extensions (L, v) of a maximal
field (K, v). In view of the valuation-transcendental case of Theorem 1.1, it remains
to consider the valuation-algebraic case where vL/vK is a torsion group and
Lv|Kv is algebraic. Here is a partial answer to our above question:

Theorem 1.6. Take a maximal field (K, v) and a transcendental extension (L, v)
of (K, v) of finite transcendence degree. Assume that Lv|Kv is separable-algebraic
and vL/vK is a torsion group such that the characteristic of Kv does not divide
the orders of its elements. Then Lv|Kv or vL/vK is infinite and every maximal
immediate extension of (L, v) has infinite transcendence degree over L.

We do not know an answer in the case where the conditions on the value group and
residue field extensions fail.

2. Preliminaries

By va we denote the value of an element a ∈ K, and by av its residue. Given
any subset S of K, we define

vS = {va | 0 ̸= a ∈ S} and Sv = {av | a ∈ S, va ≥ 0} .

The valuation ring of (K, v) will be denoted by OK .

2.1. The fundamental inequality. Every finite extension (L|K, v) of valued fields
satisfies the fundamental inequality (cf. (17.5) of [2] or Theorem 19 on p. 55 of
[17]):

(2) [L : K] ≥ (vL : vK)[Lv : Kv] .

The nature of the “missing factor” on the right hand side is determined by the
Lemma of Ostrowski which says that whenever the extension of v from K to L
is unique, then

(3) [L : K] = pν · (vL : vK) · [Lv : Kv] with ν ≥ 0 ,

where p is the characteristic exponent of Lv, that is, p = charLv if this is
positive, and p = 1 otherwise. For the proof, see [14, Theoreme 2, p. 236]) or [17,
Corollary to Theorem 25, p. 78]).

The factor d = d(L|K, v) = pν is called the defect of the extension (L|K, v). If
d = 1, then we call (L|K, v) a defectless extension. Note that (L|K, v) is always
defectless if charKv = 0.

We call a henselian field (K, v) a defectless field if equality holds in the fun-
damental inequality (2) for every finite extension L of K.

Theorem 2.1. Every maximal field is henselian and a defectless field.

Proof. The henselization of a valued field is an immediate extension. Therefore,
a maximal field is equal to its henselization and thus henselian. For a proof that
maximal fields are defectless fields, see [16, Theorem 31.21]. �
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2.2. Some facts about henselian fields and henselizations. Let (K, v) be

any valued field. If a ∈ K̃ \ K is not purely inseparable over K, we choose some

extension of v from K to K̃ and define

kras(a,K) := max{v(τa− σa) | σ, τ ∈ Gal (K̃|K) and τa ̸= σa} ∈ vK̃

and call it the Krasner constant of a over K. Since all extensions of v from K to
K̃ are conjugate, this does not depend on the choice of the particular extension of v.
For the same reason, over a henselian field (K, v) our Krasner constant kras(a,K)
is equal to

max{v(a− σa) | σ ∈ Gal (K̃|K) and a ̸= σa} .

Lemma 2.2. Take an extension (K(a)|K, v) of henselian fields, where a is an
element in the separable-algebraic closure of K with va ≥ 0. Then

(4) va ≤ kras(a,K) ,

and for every polynomial f = dmXm + . . .+ d0 ∈ K[X] of degree m < [K(a) : K],

(5) vf(a) ≤ vdm + m kras(a,K) .

Proof. Since (K, v) is henselian, vσa = a and therefore v(a − σa) ≥ va for all σ.
This yields inequality (4).

Take any element b in the separable-algebraic closure of K with [K(b) : K]
< [K(a) : K]. Then v(a − b) ≤ kras(a,K) since otherwise, Krasner’s Lemma
would yield that a ∈ K(b) and [K(b) : K] ≥ [K(a) : K]. If we write f(X) =
dm

∏m
i=1(X − bi), then [K(bi) : K] ≤ deg(f) < [K(a) : K]. Hence,

vf(a) = vdm +

m∑
i=1

v(a− bi) ≤ vdm + m kras(a,K) .

This proves inequality (5). �

Lemma 2.3. Take a nontrivially valued field (k(T ), v), where T is a nonempty set
of elements algebraically independent over k. Then the henselization of (k(T ), v)
inside of any henselian valued extension field is an infinite extension of k(T ).

Proof. Set F := k(T ) and take a henselization Fh of F inside of some henselian
valued extension field. Pick an arbitrary t ∈ T . Without loss of generality we can
assume that vt > 0. By Hensel’s Lemma, Fh contains a root ϑ1 of the polynomial
X2−X− t such that vϑ1 > 0. We proceed by induction. Once we have constructed
ϑi with vϑi > 0 for some i ∈ N, we again use Hensel’s Lemma to obtain a root
ϑi+1 ∈ Fh of the polynomial X2 −X − ϑi with vϑi+1 > 0.

It now suffices to show that the extension F (ϑi | i ∈ N)|F is infinite. To this
end, we consider the t−1-adic valuation w on F = k(T \ {t})(t−1) which is trivial
on k(T \ {t}). We note that wF = Z. Since wt < 0, we obtain that wϑ1 = 1

2wt

and by induction, wϑi = 1
2iwt. Therefore, the 2-divisible hull of Z is contained

in wF (ϑi | i ∈ N). In view of the fundamental inequality (2), this shows that
F (ϑi | i ∈ N)|F cannot be a finite extension. �

Lemma 2.4. Assume (L, v) to be henselian and K to be relatively separable-
algebraically closed in L. Then Kv is relatively separable-algebraically closed in
Lv. If in addition Lv|Kv is algebraic, then the torsion subgroup of vL/vK is a
p-group, where p is the characteristic exponent of Kv.
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Proof. Take ζ ∈ Lv separable-algebraic over Kv. Choose a monic polynomial
g(X) ∈ K[X] whose reduction gv(X) ∈ Kv[X] modulo v is the minimal polynomial
of ζ over Kv. Then ζ is a simple root of gv. Hence by Hensel’s Lemma, there is
a root a ∈ L of g whose residue is ζ. As all roots of gv are distinct, we can lift
them all to distinct roots of g. Thus, a is separable-algebraic over K. From the
assumption of the lemma, it follows that a ∈ K, showing that ζ ∈ Kv. This proves
that Kv is relatively separable-algebraically closed in Lv.

Now assume in addition that Lv|Kv is algebraic. ThenKv is relatively separable-
algebraically closed in Lv, by what we have proved already. Take α ∈ vL and n ∈ N
not divisible by p such that nα ∈ vK. Choose a ∈ L and b ∈ K such that va = α
and vb = nα. Then v(an/b) = 0. Since Lv|Kv is a purely inseparable extension,
there exists m ∈ N such that ((an/b)v)p

m ∈ Kv. We choose c ∈ K satisfying
vc = 0 and cv = ((an/b)v)p

m

, to obtain that (anp
m

/cbp
m

)v = 1. So the reduction
of the polynomial Xn − anp

m

/cbp
m

modulo v is Xn − 1. Since n is not divisible
by p, 1 is a simple root of this polynomial. Hence by Hensel’s Lemma, there is
a simple root d ∈ L of the polynomial Xn − anp

m

/cbp
m

with dv = 1, whence
vd = 0. Consequently, ap

m

/d is a simple root of the polynomial Xn − cbp
m

and
thus is separable algebraic over K. Since K was assumed to be relatively separable-
algebraically closed in L, we find that ap

m

/d ∈ K. As n is not divisible by p, there
are k, l ∈ Z such that 1 = kn+ lpm. This yields:

α = knα+ lpmα = knα+ l(pmva− vd) = k(nα) + lv

(
ap

m

d

)
∈ vK.

�

2.3. Valuation independence. For the easy proof of the following lemma, see [1,
chapter VI, §10.3, Theorem 1] .

Lemma 2.5. Let (L|K, v) be an extension of valued fields. Take elements xi, yj ∈
L, i ∈ I, j ∈ J , such that the values vxi , i ∈ I, are rationally independent over
vK, and the residues yjv, j ∈ J , are algebraically independent over Kv. Then the
elements xi, yj, i ∈ I, j ∈ J , are algebraically independent over K.

Moreover, if we write

f =
∑
k

ck
∏
i∈I

x
µk,i

i

∏
j∈J

y
νk,j

j ∈ K[xi, yj | i ∈ I, j ∈ J ]

in such a way that for every k ̸= ℓ there is some i s.t. µk,i ̸= µℓ,i or some j s.t.
νk,j ̸= νℓ,j , then

(6) vf = min
k

v ck
∏
i∈I

x
µk,i

i

∏
j∈J

y
νk,j

j = min
k

vck +
∑
i∈I

µk,ivxi .

That is, the value of the polynomial f is equal to the least of the values of its
monomials. In particular, this implies:

vK(xi, yj | i ∈ I, j ∈ J) = vK ⊕
⊕
i∈I

Zvxi

K(xi, yj | i ∈ I, j ∈ J)v = Kv (yjv | j ∈ J) .

Moreover, the valuation v on K(xi, yj | i ∈ I, j ∈ J) is uniquely determined by its
restriction to K, the values vxi and the residues yjv.
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Conversely, if (K, v) is any valued field and we assign to the vxi any values in an
ordered group extension of vK which are rationally independent, then (6) defines
a valuation on L, and the residues yjv, j ∈ J , are algebraically independent over
Kv.

Corollary 2.6. Let (L|K, v) be an extension of valued fields. Then

(7) trdegL|K ≥ trdegLv|Kv + rr (vL/vK) .

If in addition L|K is a function field and if equality holds in (7), then the extensions
vL|vK and Lv|Kv are finitely generated.

Proof. Choose elements x1, . . . , xρ, y1, . . . , yτ ∈ L such that the values vx1, . . . , vxρ

are rationally independent over vK and the residues y1v, . . . , yτv are algebraically
independent overKv. Then by the foregoing lemma, ρ+τ ≤ trdegL|K. This proves
that trdegLv|Kv and the rational rank of vL/vK are finite. Therefore, we may
choose the elements xi, yj such that τ = trdegLv|Kv and ρ = dimQ Q⊗ (vL/vK)
to obtain inequality (7).

Set L0 := K(x1, . . . , xρ, y1, . . . , yτ ) and assume that equality holds in (7). This
means that the extension L|L0 is algebraic. Since L|K is finitely generated, it
follows that this extension is finite. By the fundamental inequality (2), this yields
that vL|vL0 and Lv|L0v are finite extensions. Since already vL0|vK and L0v|Kv
are finitely generated by the foregoing lemma, it follows that also vL|vK and Lv|Kv
are finitely generated. �

The algebraic analogue to the transcendental case discussed in Lemma 2.5 is the
following lemma (see [17] for a proof):

Lemma 2.7. Let (L|K, v) be an extension of valued fields. Suppose that η1, . . . , ηk ∈
L such that vη1, . . . , vηk ∈ vL belong to distinct cosets modulo vK. Further, assume
that ϑ1, . . . , ϑℓ ∈ OL such that ϑ1v, . . . , ϑℓv are Kv-linearly independent. Then the
elements ηiϑj , 1 ≤ i ≤ k, 1 ≤ j ≤ ℓ, are K-linearly independent, and for every
choice of elements cij ∈ K, we have that

v
∑
i,j

cijηiϑj = min
i,j

vcijηiϑj = min
i,j

(vcij + vηi) .

If the elements ηiϑj form a K-basis of L, then

vL = vK +
⊕

1≤i≤k

Zvηi and Lv = Kv(ϑjv | 1 ≤ j ≤ ℓ) .

For any element x in a field extension of K and every nonnegative integer n, we
set

K[x]n := K +Kx+ . . .+Kxn .

Since dimK K[x]n ≤ n+ 1, we obtain the following corollary from Lemma 2.7:

Corollary 2.8. Take a valued field extension (K(x)|K, v). Then for every n ≥ 0,

a) the elements of vK[x]n lie in at most n+ 1 many distinct cosets modulo vK,

b) the Kv-vector space K[x]nv is of dimension at most n+ 1.
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2.4. Immediate extensions. We will assume some familiarity with the basic
properties of pseudo Cauchy sequences; we refer the reader to Kaplansky’s pa-
per “Maximal fields with valuations” ([5]). In particular, we will use the following
two main theorems:

Theorem 2.9. (Theorem 2 of [5])
For every pseudo Cauchy sequence (aν)ν<λ in (K, v) of transcendental type there
exists an immediate transcendental extension (K(x), v) such that x is a pseudo limit
of (aν)ν<λ . If (K(y), v) is another valued extension field of (K, v) such that y is a
pseudo limit of (aν)ν<λ , then y is also transcendental over K and the isomorphism
between K(x) and K(y) over K sending x to y is valuation preserving.

Theorem 2.10. (Theorem 3 of [5])
Take a pseudo Cauchy sequence (aν)ν<λ in (K, v) of algebraic type. Choose a
polynomial f(X) ∈ K[X] of minimal degree whose value is not fixed by (aν)ν<λ ,
and a root z of f . Then there exists an extension of v from K to K(z) such that
(K(z)|K, v) is an immediate extension and z is a pseudo limit of (aν)ν<λ .

If (K(z′), v) is another valued extension field of (K, v) such that z′ is also a root
of f and a pseudo limit of (aν)ν<λ , then the field isomorphism between K(a) and
K(b) over K sending a to b will preserve the valuation.

We will need a few more results that are not in Kaplansky’s paper.

Lemma 2.11. Take an algebraic algebraic field extension (K(a)|K, v), where a is a
pseudo limit of a pseudo Cauchy sequence (aν)ν<λ in (K, v) without a pseudo limit
in K. Then (aν)ν<λ does not fix the value of the minimal polynomial of a over K.

Proof. We denote the minimal polynomial of a over K by f(X) =
∏n

i=1(X − σia)

with σi ∈ Gal (K̃|K). Since a is a pseudo limit of (aν)ν<λ, the values v(aν − a) are
ultimately increasing. If v(a− σia) > v(aν − a) for all ν < λ, then also the values
v(aν − σia) = min{v(aν − a), v(a− σia)} = v(aν − a) are ultimately increasing. If
on the other hand, v(a−σia) ≤ v(aν0 −a) for some ν0 < λ, then for ν0 < ν < λ, the
value v(aν − σia) = min{v(aν − a), v(a− σia)} = v(a− σia) is fixed. We conclude
that the values vf(aν) =

∑n
i=1 v(aν − σia) are ultimately increasing. �

Lemma 2.12. Take a henselian field (K, v) of positive characteristic p and a pseudo
Cauchy sequence (aν)ν<λ in (K, v) without a pseudo limit in K. If (K(a)|K, v) is
a valued field extension of degree p such that a is a pseudo limit of (aν)ν<λ , then
(K(a)|K, v) is immediate.

Proof. By the previous lemma, (aν)ν<λ does not fix the value of the minimal poly-
nomial f of a over K. On the other hand, we will show that (aν)ν<λ fixes the
value of every polynomial of degree less than deg f = p. We take g ∈ K[X] to be a
polynomial of smallest degree such that (aν)ν<λ does not fix the value of g. Since
(aν)ν<λ admits no pseudo limit in (K, v), the polynomial g is of degree at least 2.
Take a root b of g. By Theorem 2.10, there is an extension of the valuation v from
K to K(b) such that (K(b)|K, v) is immediate. Since [K(b) : K] ≥ 2 and (K, v) is
henselian, the Lemma of Ostrowski implies that [K(b) : K] ≥ p. This shows that
f is a polynomial of smallest degree whose value is not fixed by (aν)ν<λ. Hence
again by Theorem 2.10, there is an extension of the valuation v from K to K(a)
such that (K(a)|K, v) is immediate. Since (K, v) is henselian, this extension coin-
cides with the given valuation on K(a) and we have thus proved that the extension
(K(a)|K, v) is immediate. �
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The following result is Proposition 4.3 of [8]:

Proposition 2.13. Take a valued field (F, v) of positive characteristic p. Assume
that F admits an immediate purely inseparable extension F (η) of degree p such
that the element η does not lie in the completion of (F, v). Then for each element
b ∈ F× such that

(8) (p− 1)vb+ vη > pv(η − c)

holds for every c ∈ F , any root ϑ of the polynomial

Xp −X −
(η
b

)p

generates an immediate Galois extension (F (ϑ)|F, v) of degree p with a unique
extension of the valuation v from F to F (ϑ).

2.5. Characteristic blind Taylor expansion. We need a Taylor expansion that
works in all characteristics. For polynomials f ∈ K[X], we define the i-th formal
derivative of f as

(9) fi(X) :=
n∑

j=i

(
j

i

)
cjX

j−i =
n−i∑
j=0

(
j + i

i

)
cj+iX

j .

Then regardless of the characteristic of K, we have the Taylor expansion of f at
c in the following form:

(10) f(X) =
n∑

i=0

fi(c)(X − c)i .

3. Algebraic independence of elements in maximal immediate
extensions

This section is devoted to the proof of Theorem 1.1. Our first goal is a basic
independence lemma.

Take i ∈ N, any field K and a polynomial f ∈ K[X1, . . . , Xi]. With respect to
the lexicographic order on Zi, let (µ1, . . . , µi) be maximal with the property that
the coefficient of Xµ1

1 · · ·Xµi

i in f is nonzero. Then define cf to be this coefficient
and call (µ1, . . . , µi) the crucial exponent of f .

For our basic independence lemma, we consider the following situation. We
choose a function

φ : N× N −→ N
such that

φ(k, ℓ) > max{k, ℓ} and φ(k + 1, ℓ) > φ(k, ℓ) for all k, ℓ ∈ N,
and for each i ∈ N a strictly increasing sequence (Ei(k))k∈N of integers ≥ 2 such
that for all k ≥ 1 and i ≥ 2,

(11)
E1(k + 1) ≥ φ(k,E1(k)) + 1,
Ei(k + 1) ≥ Ei−1(φ(k,Ei(k)) + 1) .

}
Then for i, k ∈ N,
(12) Ei(k) > k and Ei(k + 1) ≥ φ(k,Ei(k)) + 1 > Ei(k) + 1 .

Further, we take an extension (L|K, v) of valued fields, elements

aj ∈ L and αj ∈ vL for all j ∈ N,
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and K-subspaces
Sj ⊆ L , j ∈ N .

We assume that for all i, k, ℓ ∈ N, the following conditions are satisfied:

(A1) 0 ≤ vak ≤ αk < vak+1 and kαEi(k) ≤ αφ(k,Ei(k)) ,

(A2) a1, . . . , ak ∈ Sk and Sk ⊆ Sk+1 ,

(A3) if d0, . . . , dk ∈ Sk and u ∈ Sℓ , then

d0 + d1u+ . . .+ dku
k ∈ Sφ(k,ℓ) ,

(A4) if m ≤ k and d0, . . . , dm ∈ Sk , then

v(d0 + d1ak+1 + . . .+ dmamk+1) ≤ vdm +mαk+1 .

Now we choose any maximal immediate extension (M,v) of (L, v). For each i,
we take an arbitrary pseudo limit yi ∈ M of the pseudo Cauchy sequence k∑

j=1

aEi(j)


k∈N

.

In this situation, we can prove the following basic independence lemma:

Lemma 3.1. Suppose that k ≥ 2 is an integer and f ∈ L[X1, . . . , Xi] is a polyno-
mial with coefficients in Sk−1 ∩ OL such that αEi(k) ≥ vcf and that f has degree
less than k in each variable. Then

(13) vf(y1, . . . , yi) < vaEi(k+1) .

Proof. We shall prove the lemma by induction on i. We start with i = 1 and set

u :=
k∑

j=1

aE1(j) and z := y1 − u .

Then u ∈ SE1(k) because of (A2) and the fact that the Sk are vector spaces. By
(A1), the definition of E1 and our assumption that αE1(k) ≥ vcf ,
(14)
vz = vaE1(k+1) ≥ vaφ(k,E1(k))+1 > αφ(k,E1(k)) ≥ kαE1(k) ≥ vcf +(k− 1)αE1(k) .

We use the Taylor expansion

(15) f(y1) = f(u+ z) = f(u) + zf1(u) + z2f2(u) + . . .

where fj(X) ∈ OL[X] is the j-th formal derivative of f as defined in (9). We have
that fj(u) ∈ OL for all j. Hence,

(16) v(zf1(u) + z2f2(u) + . . .) ≥ vz .

We wish to prove that vf(u) < vz. We set

u′ :=
k−1∑
j=1

aE1(j) ∈ SE1(k−1)

so that u = u′ + aE1(k). We use the Taylor expansion

f(u) = f(u′ + aE1(k)) = f(u′) + f1(u
′)aE1(k) + . . .+ fm(u′)amE1(k)

where m = deg f < k. By definition, cf is the leading coefficient of f , which in turn
is equal to the constant fm(u′) = fm(X) ∈ L. Since f has coefficients in the vector
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space Sk−1 , we know from (9) that also all fj have coefficients in Sk−1 . Thus, (A3)
and (A2) show that

f(u′), fj(u
′) ∈ Sφ(k−1,E1(k−1)) ⊆ SE1(k)−1

for each j. Further, m ≤ k − 1 ≤ E1(k)− 1. Hence by (A4) and (14),

vf(u) ≤ vfm(u′) +mαE1(k) ≤ vcf + (k − 1)αE1(k) < vz .

From this together with (15) and (16), we deduce that

vf(y1) = vf(u) < vz ,

which gives the assertion of our lemma for the case of i = 1.

In the case of i > 1 we assume that the assertion of our lemma has been proven
for i− 1 in place of i, and we set

u :=
k∑

j=1

aEi(j) ∈ SEi(k) , u′ :=
k−1∑
j=1

aEi(j) ∈ SEi(k−1) , and z := yi − u .

Then by (12), (A1) and our assumption that αEi(k) ≥ vcf ,

vz = vaEi(k+1) ≥ vaφ(k,Ei(k))+1 > αφ(k,Ei(k)) ≥ kαEi(k) ≥ vcf + (k− 1)αEi(k) .

We use the Taylor expansion

f(y1, . . . , yi−1, u+ z) = f(y1, . . . , yi−1, u) + zf1(y1, . . . , yi−1, u)

+ z2f2(y1, . . . , yi−1, u) + . . .

where fj ∈ OL[X1, . . . , Xi] is the j-th formal derivative of f with respect to Xi .
We obtain the analogue of inequality (16); hence it will suffice to prove that

(17) vf(y1, . . . , yi−1, u) < vz .

We set
g(X1, . . . , Xi−1) := f (X1, . . . , Xi−1, u)

so that g(y1, . . . , yi−1) = f(y1, . . . , yi−1, u). Viewing f as a polynomial in the
variables X1, . . . , Xi−1 with coefficients in L[Xi], we denote by h(Xi) the coefficient
of Xµ1

1 · · ·Xµi−1

i−1 in f . Note that h has coefficients in Sk−1, its leading coefficient is
cf and its degree is µi < k. Again, since h has coefficients in Sk−1 , (9) shows that
the same is true for the j-th formal derivative hj of h, for all j. Thus, (A3), (12)
and (A2) imply that

h(u′), hj(u
′) ∈ Sφ(k−1,Ei(k−1)) ⊆ SEi(k)−1

for each j. As in the first part of our proof we find that

vh(u) ≤ vhµi
(u′) + µiαEi(k) = vcf + µiαEi(k)

since hµi(u
′) = cf . In particular, this shows that h(u) ̸= 0. Hence if (µ1, . . . , µi) is

the crucial exponent of f , then (µ1, . . . , µi−1) is the crucial exponent of g, and

cg = h(u) .

We set
k′ := φ(k,Ei(k)) > max{k,Ei(k)} .

Since µi ≤ k − 1 and vcf ≤ αEi(k) by assumption, and by virtue of (A1) and (12),
it follows that

vcg = vh(u) ≤ vcf + (k − 1)αEi(k) ≤ kαEi(k) ≤ αk′ < αEi−1(k′) .
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Since every coefficient of g is of the form h(u) with h a polynomial of degree less
than k and coefficients in Sk−1 , we know from (A3), our conditions on φ and (A2)
that the coefficients of g lie in

Sφ(k−1,Ei(k)) ⊆ Sφ(k,Ei(k))−1 = Sk′−1 .

Also, its degree in each variable is less than k, hence less than k′. Therefore, we
can apply the induction hypothesis to the case of i − 1, with k′ in place of k. We
obtain, by (A1) and our choice of the numbers Ei(k):

vf(y1, . . . , yi−1, u) < vaEi−1(φ(k,Ei(k))+1) ≤ vaEi(k+1) = vz .

This establishes our lemma. �

By (A2),

S∞ :=
∪
k∈N

Sk

contains ak for all k. We set

K∞ := K(S∞) .

Further, we note that condition (A1) implies that

Γ := {α ∈ vK∞ | −vak ≤ α ≤ vak for some k}

is a convex subgroup of vK∞ .

Corollary 3.2. Assume that every element of K∞ with value in Γ can be written
as a quotient r/s with r, s ∈ S∞ such that 0 ≤ vs ∈ Γ. Then the elements yi ,
i ∈ N, are algebraically independent over K∞ .

Proof. We have to check that g(y1, . . . , yi) ̸= 0 for all i and all nonzero polynomi-
als g(X1, . . . , Xi) ∈ K∞[X1, . . . , Xi]. After division by some coefficient of g with
minimal value we may assume that g has integral coefficients in K∞ and at least
one of them has value 0 ∈ Γ. We write all its coefficients which have value in Γ in
the form as given in our assumption. We take s̃ to be the product of all appearing
denominators. Then vs̃ ∈ Γ. After multiplication with s̃, all coefficients of g with
value in Γ are elements of S∞ , and there is at least one such coefficient. Now we
write g(X1, . . . , Xi) = f(X1, . . . , Xi) + h(X1, . . . , Xi) where every coefficient of f
is in S∞ and has value less than vak for some k, and every coefficient of h has
value bigger than vak for all k (we allow h to be the zero polynomial). Since g has
coefficients of value vs̃, the polynomial f is nonzero. Since vyi ≥ 0 for all i, we
have that vh(y1, . . . , yi) is bigger than vak for all k.

We choose k such that the assumptions of Lemma 3.1 hold; note that k exists
since by our definition of f , the coefficient cf has value less than vak for some k.
We obtain that

vf(y1, . . . , yi) < vaEi(k+1) < vh(y1, . . . , yi) .

This gives that

vg(y1, . . . , yi) = v(f(y1, . . . , yi)+h(y1, . . . , yi)) = vf(y1, . . . , yi) < vaEi(k+1) < ∞ ,

that is, g(y1, . . . , yi) ̸= 0. �
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Now we are able to give the

Proof of Theorem 1.1:

In all cases of the proof, we will choose functions φ that have the previously required
properties. We will choose a suitable sequence (bk)k∈N of elements in L and a
sequence (ck)k∈N in K. Then we will set ak := ckbk and choose some values
αk ≥ vak .

First, let us consider the valuation-transcendental case. We set

φ(k, ℓ) := k + kℓ ,

and note that equations (11) now read as follows:

E1(k + 1) ≥ k + kE1(k) + 1,

Ei(k + 1) ≥ Ei−1(k + kEi(k) + 1) .

Further, we will work with a suitable element t ∈ OL transcendental over K and
set, after a suitable choice of the sequence (ck)k∈N ,

ak := ckt
k ,

αk := vak ,

Sk := K +Kt+ . . .+Ktk .

Conditions (A2) and (A3) are immediate consequences of our choice of Sk as the
set of all polynomials in K[t] of degree at most k.

Suppose that vL/vK is not a torsion group. Then we pick t ∈ OL such that vt is
rationally independent over vK (that is, nvt /∈ vK for all integers n > 0). Further,
for all k we set bk = tk and ck = 1 so that ak = tk. Then condition (A1) is satisfied
since we have that

0 ≤ vak = αk = vtk = kvt < (k + 1)vt = vtk+1 = vak+1

and

kαEi(k) = kvaEi(k) = kvtEi(k) = kEi(k)vt < (k + kEi(k))vt = αφ(k,Ei(k)) .

Suppose now that vL/vK is a torsion group. In this case, Kv|Lv is transcen-
dental by assumption, and we note that since v is assumed nontrivial on L, it must
be nontrivial on K. We pick t ∈ OL such that vt = 0 and tv is transcendental over
Kv. Further, we choose a sequence (ck)k∈N in OK such that

vck+1 ≥ kvck

for all k. Since vak = vck + kvt = vck , we obtain that vak = αk < vak+1 and

(18) kαk = kvak ≤ vak+1 .

Then by (12),

(19) kαEi(k) < Ei(k)αEi(k) ≤ vaEi(k)+1 ≤ vaφ(k,Ei(k)) ≤ αφ(k,Ei(k)) .

Hence again, condition (A1) is satisfied.
Now we have to verify (A4), simultaneously for all of the above choices for ak .

Take d0, . . . , dm ∈ Sk , m ≤ k, and write dj =
∑k

ν=0 djνt
ν with djν ∈ K. Then

d0 + d1ak+1 + . . .+ dmamk+1 =

m∑
j=0

k∑
ν=0

cjk+1djνt
j(k+1)+ν .
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In this sum, each power of t appears only once. So we have, by Lemma 2.5,

v(d0 + d1ak+1 + . . .+ dmamk+1) = min
j,ν

vcjk+1djνt
j(k+1)+ν := β .

If this minimum is obtained at j = j0 and ν = ν0 , then

β = vcj0k+1dj0ν0t
j0(k+1)+ν0 = min

ν
vcj0k+1dj0νt

j0(k+1)+ν

= (min
ν

vdj0νt
ν) + vaj0k+1 = vdj0a

j0
k+1 ,

where the last equality again holds by Lemma 2.5. For all j,

β ≤ min
ν

vcjk+1djνt
j(k+1)+ν = (min

ν
vdjνt

ν) + vajk+1 = vdja
j
k+1 .

This gives that

v(d0+d1ak+1+. . .+dmamk+1) = β = min
j

vdja
j
k+1 ≤ vdm+mvak+1 = vdm+mαk+1 ,

as required. Finally, we have to verify the assumption of Corollary 3.2. Each
element in K∞ can be written as a quotient r/s of polynomials in t with coefficients
inK. After multiplying both r and s with a suitable element fromK we may assume
that s has coefficients in OK and one of them is 1. If this is the coefficient of ti,
say, then it follows by Lemma 2.5 that 0 ≤ vs ≤ vti ≤ vai and thus, vs ∈ Γ.

Now we take any maximal immediate extension (M, v) and yi as defined pre-
ceeding to Lemma 3.1. Then we can infer from Corollary 3.2 that the elements
yi are algebraically independent over K∞ ; that is, the transcendence degree of M
over K∞ is infinite. Since the transcendence degree of L over K and thus also that
of L over K∞ is finite, we can conclude that the transcendence degree of M over L
is infinite.

Next, we consider the value-algebraic case and the residue-algebraic case. We
will assume for now that there is an algebraic subextension L0|K of L|K such that
vL0/vK contains elements of arbitrarily high order, or L0v contains elements of
arbitrarily high degree over Kv. The remaining cases will be treated at the end of
the proof of our theorem.

For the present case as well as the separable-algebraic case, we work with any
function φ that satisfies the conditions outlined in the beginning of this section,
and with

Sk := K(a1, . . . , ak) .

Then S∞ is a field and the assumption of Corollary 3.2 are trivially satisfied (taking
s = 1). Further, condition (A2) is trivially satisfied. To prove that condition (A3)
holds, take any u ∈ Sℓ = K(a1, . . . , aℓ) . If n = max{k, ℓ}, then d0, . . . , dk, u ∈
K(a1, . . . , an) = Sn and therefore,

d0 + d1u+ . . .+ dku
k ∈ Sn ⊆ Sφ(k,ℓ) .

This shows that (A3) holds.
By induction, we define ak ∈ L0 as follows, and we always take αk = vak.

We start with a1 = 1 and α1 = 0. Suppose that a1, . . . , ak are already de-
fined. Since K(a1, . . . , ak)|K is a finite extension, also vK(a1, . . . , ak)/vK and
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K(a1, . . . , ak)v|Kv are finite. Hence by our assumption in the algebraic case, there
is some bk+1 ∈ L0 such that

0, vbk+1, 2vbk+1, . . . , kvbk+1 lie in distinct cosets modulo vK(a1, . . . , ak), or(20)

1, bk+1v, (bk+1v)
2, . . . , (bk+1v)

k are K(a1, . . . , ak)v-linearly independent.(21)

If L0v contains elements of arbitrarily high degree over Kv, we always choose bk+1

such that (21) holds; in this case, vbk+1 = 0 and we choose the elements ck as
in the residue-transcendental case above. Otherwise, vL0/vK contains elements of
arbitrarily high order, and we always choose bk+1 such that (20) holds. In this case,
we choose ck+1 such that for ak+1 := ck+1bk+1 we obtain kαk = kvak ≤ vak+1 ;
this is possible since the values of bk and hence of all ak lie in the convex hull of
vK in vL. As in the residue-transcendental case above, we obtain (18) and (19),
showing that condition (A1) is satisfied.

To prove that (A4) holds, take any k ≥ 1 and d0, . . . , dk ∈ Sk = K(a1, . . . , ak).
By Lemma 2.7 applied to bk+1 ,

v(d0 + d1ak+1 + . . .+ dka
k
k+1) = v(d0 + d1ck+1bk+1 + . . .+ dkc

k
k+1b

k
k+1)

= min
i

vdic
i
k+1b

i
k+1 = min

i
vdia

i
k+1 .

This shows that (A4) holds.
As in the valuation-transcendental case, we can now deduce our assertion about

the transcendence degree.

Next, we consider the separable-algebraic case. In this case, we can w.l.o.g.
assume that (K, v) is henselian. Indeed, each maximal immediate extension of
(L, v) contains a henselization Lh of (L, v) and hence also a henselization Kh of
(K, v), and our assumption on L0 implies that the subfield L0.K

h of Lh is an infinite
separable-algebraic extension of Kh. (Here, L0.K

h denotes the field compositum,
i.e., the smallest subfield of Lh which contains L0 and Kh.)

We take Sk and φ(k, ℓ) as in the previous case, so that again, (A2), (A3) and
the assumption of Corollary 3.2 hold. Then we take a1 = b1 to be any element
in OL0 \ K and choose some α1 ∈ vK such that α1 ≥ kras(a1,K) ∈ vK̃; this is

possible since vK is cofinal in its divisible hull, which is equal to vK̃. Inequality
(4) of Lemma 2.2 shows that kras(a1,K) ≥ va1 , so that α1 ≥ va1 . Suppose we
have chosen a1, . . . , ak ∈ OL0 . Since L0|K is infinite and separable-algebraic, the
same is true for L0|K(a1, . . . , ak). By the Theorem of the Primitive Element, we
can therefore find an element bk+1 ∈ L0 such that

[K(a1, . . . , ak, bk+1) : K(a1, . . . , ak)] ≥ k + 1 .

We choose ck+1 ∈ K such that for ak+1 := ck+1bk+1 we have that kαk ≤ vak+1 .
Finally, we choose αk+1 ∈ vK such that

αk+1 ≥ kras(ak+1,K) ≥ vak+1 .

Again, we obtain that (19) and (A1) hold.
It only remains to show that (A4) holds. But this follows readily from inequality

(5) of Lemma 2.2, where we takeK(a1, . . . , ak) in place ofK and a = ak+1, together
with the fact that kras(ak+1,K(a1 . . . , ak)) ≤ kras(ak+1,K).

As before, we now obtain our assertion about the transcendence degree.
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It remains to prove the value-algebraic case and the residue-algebraic case for
transcendental valued field extensions (L|K, v) of finite transcendence degree. We
assume that vL/vK is a torsion group containing elements of arbitrarily high order
or the extension Lv|Kv is algebraic and such that Lv contains elements of arbitrarily
high degree over Kv.

Take any subextension E|K of L|K. Then (L|K, v) satisfies the above assump-
tion if and only if at least one of the extensions (L|E, v) and (E|K, v) satisfies the
assumption. Choose a transcendence basis (x1, . . . , xn) of L|K and set

F := K(x1, . . . , xn) .

Then L|F is algebraic. By what we have already proved, if vL/vF contains elements
of arbitrarily high order or Lv contains elements of arbitrarily high degree over Fv,
then any maximal immediate extension of (L, v) has infinite transcendence degree
over L.

Suppose now that (F |K, v) satisfies the assumption on the value group or the
residue field extension. Take s ∈ N minimal such that vK(x1, . . . , xs)/vK contains
elements of arbitrarily high order or K(x1, . . . , xs)v contains elements of arbitrarily
high degree over Kv. Then the assertion holds also for the value group or the
residue field extension of (K(x1, . . . , xs)|K(x1, . . . , xs−1), v). We can replace K
by K(x1, . . . , xs−1) and we will write x in place of xs so that now we have a
subextension (K(x)|K, v) that satisfies the assertion for its value group or its residue
field extension.

In both the value-algebraic and the residue-algebraic case we define bk ∈ K[x]
by induction on k and set

Sk := K[x]Nk
with Nk := deg bk.

Assume that vK(x) contains elements of arbitrarily high order modulo vK. Then
such elements can be already chosen from vK[x]. We set b1 = 1. Suppose that
b1, . . . , bk are already chosen with deg bi−1 < deg bi for 1 < i ≤ k. From Corol-
lary 2.8 we know that vSk contains only finitely many values that represent dis-
tinct cosets modulo vK. Since all of these values are torsion modulo vK, the
subgroup ⟨vSk⟩ of vK(x) generated by vSk satisfies (⟨vSk⟩ : vK) < ∞. By as-
sumption, there is bk+1 ∈ K[x] for which the order of vbk+1 modulo vK is at least
(k+ 1)(⟨vSk⟩ : vK); this forces 0, vbk+1, 2vbk+1, . . . , kvbk+1 to lie in distinct cosets
modulo ⟨vSk⟩. Since bk+1 /∈ K[x]Nk

, we have that Nk+1 = deg bk+1 > Nk .

Assume now that K(x)v contains elements of arbitrarily high degree over Kv.
Without loss of generality we can assume that vK(x)/vK is then a torsion group
with a finite exponent N . Otherwise, vL/vK is not a torsion group and we are
in the valuation-transcendental case or vK(x)/vK contains elements of arbitrarily
high order and we are in the value-algebraic case.

The elements of arbitrarily high degree over Kv can be chosen from K[x]v.
Indeed, suppose there is m ∈ N such that [Kv(fv) : Kv] ≤ m for every polynomial
f of nonnegative value. Take any r = h

g , where g, h ∈ K[x] and vr = 0. By the

assumption on vK(x)/vK we have that nvh = vd for some natural number n ≤ N
and d ∈ K. Then

r =
d−1hn

d−1hn−1g
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and vd−1hn−1g = vd−1hn = 0, since vh = vg. Therefore we may assume that
vh = vg = 0. Hence,

[Kv(rv) : Kv] ≤ [Kv(rv, gv) : Kv] = [Kv(hv, gv) : Kv] ≤ m2

for every r ∈ K(x) with vr = 0, a contradiction to our assumption.
As in the value-algebraic case, we set b1 = 1. Suppose that b1, . . . , bk are already

chosen with deg bi−1 < deg bi for 1 < i ≤ k. By Corollary 2.8, there are at
most NNk + 1 many Kv-linearly independent elements in K[x]NNk

v, and as all
of them are algebraic over Kv, it follows that the extension Kv (K[x]NNk

v) |Kv is
finite. By assumption, there is bk+1 ∈ K[x] such that vbk+1 = 0 and the degree of
bk+1v over Kv is at least (k + 1)[Kv (K[x]NNk

v) : Kv], which forces the elements
1, bk+1v, (bk+1v)

2, . . . , (bk+1v)
k to be Kv (K[x]NNk

v)-linearly independent. Since
bk+1 /∈ K[x]NNk

, we have that Nk+1 = deg bk+1 > NNk ≥ Nk .

For the value-algebraic as well as for the residue-algebraic case we set

φ(k, l) := Nk +NkNl.

Since in both cases (Nk)k∈N is a strictly increasing sequence of natural numbers, φ
has the required properties. As in the first part of the proof of the value-algebraic
and the residue-algebraic case, one can show that the elements ck ∈ K can be
chosen in such a way that condition (A1) holds for ak := ckbk and αk := vak.
Since (Nk)k∈N is strictly increasing, condition (A2) is trivially satisfied. Moreover,
Nk ≥ k for every k ∈ N. Hence for any d0, . . . , dk ∈ Sk and u ∈ Sl ,

deg(d0 + d1u+ · · ·+ dku
k) ≤ Nk + kNl ≤ φ(k, l) ≤ Nφ(k,l) .

Thus, d0 + d1u+ · · ·+ dku
k ∈ Sφ(k,l). This shows that (A3) holds.

To verify (A4), we take any k,m ∈ N with m ≤ k, and d0, . . . , dm ∈ Sk. We
wish to estimate the value of the element d0 + d1ak+1 + · · · dmamk+1. We discuss

first the value-algebraic case. Note that the values v(dia
i
k+1), 0 ≤ i ≤ m, lie in

distinct cosets modulo vK. Indeed, vdia
i
k+1 = vdic

i
k+1+ivbk+1, where dic

i
k+1 ∈ Sk.

Therefore, if

vdia
i
k+1 + vK = vdja

j
k+1 + vK

for some 0 ≤ i ≤ j ≤ m, then also

ivbk+1 + ⟨vSk⟩ = jvbk+1 + ⟨vSk⟩ ,

which by our choice of bk+1 yields that i = j. Hence, from Lemma 2.7 it follows
that

v(d0 + d1ak+1 + · · · dmamk+1) = min
i

vdia
i
k+1 ≤ vdm +mvak+1 .

We obtain the same assertion also in the residue-algebraic case. If di = 0 for all
i, then it is trivially satisfied. If not, take i0 so that

vdi0c
i0
k+1 = min

i
vdic

i
k+1 = min

i
vdia

i
k+1 .

We have that vdNi0 = vc for some c ∈ K. Setting d := c−1c−i0
k+1d

N−1
i0

, we obtain that

v(d0 + d1ak+1 + · · · dmamk+1) = −vd+ vξ

with ξ := dd0 + dd1ck+1bk+1 + · · · + ddmcmk+1b
m
k+1. Note that ddi ∈ K[x]NNk

for
0 ≤ i ≤ m, and that

vddic
i
k+1 ≥ vddi0c

i0
k+1 = vc−1dNi0 = 0.
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In particular, vξ ≥ 0, and

ξv = (dd0)v + (dd1ck+1)vbk+1v + · · ·+ (ddmcmk+1)v(bk+1v)
m

is a linear combination of 1, bk+1v, (bk+1v)
2, . . . , (bk+1v)

m with coefficients from

Kv (K[x]N ·Nk
v). Since at least one of them, the element ddi0c

i0
k+1v, is nonzero,

also the linear combination is nontrivial by our choice of bk+1. Hence vξ = 0 and

v(d0 + d1ak+1 + · · · dmamk+1) = −vd = vdi0c
i0
k+1 ≤ vdm +mvak+1 .

Therefore, condition (A4) is satisfied in both cases.

It suffices now to verify the assumptions of Corollary 3.2. Take any element h
g of

K∞ = K(x), where g, h ∈ S∞ = K[x]. In both the value-algebraic and the residue-
algebraic case we assumed that vK(x)/vK is a torsion group. Therefore, as in the
residue-algebraic case above one can multiply h and g by a suitable polynomial to
obtain that vg = 0 ∈ Γ. Hence the assumptions of the corollary are satisfied.

Since the transcendence degree of the extension L|K(x) is finite, we can now
deduce the assertion about about the transcendence degree as in the previous cases.

In the value-algebraic case, we still have to deal with the case where there is a
subgroup Γ ⊆ vL containing vK such that Γ/vK is an infinite torsion group and the
order of each of its elements is prime to the characteristic exponent of Kv. We may
assume that Lv|Kv is algebraic since otherwise, the assertion of our theorem follows
from the valuation-transcendental case. Since every maximal immediate extension
of (L, v) contains a henselization of (L, v), we may assume that both (L, v) and
(K, v) are henselian. We take L′ to be the relative separable-algebraic closure of
K in L. Then by Lemma 2.4, vL/vL′ is a p-group, which yields that Γ ⊆ vL′. In
view of the fundamental inequality, we find that L′|K must be an infinite extension.
Now the assertion of our theorem follows from the separable-algebraic case.

Finally, we have to deal with our additional assertion about the completion.
Since the transcendence degree of L|K is finite, we know that vL/vK has finite
rational rank. Therefore, vK is cofinal in vL or there exists some α ∈ vL such that
the sequence (iα)i∈N is cofinal in vL. In the latter case (which always holds if vL
contains an element γ such that γ > vK), we are in the value-transcendental case
and we choose the element t such that vt = α. In the former case, provided that
the cofinality of vL is countable, we choose the elements ci such that the sequence
(vcibi)i∈N is cofinal in vL. In all of these cases, the sequence (vai)i∈N will be cofinal
in vL and the elements yi will lie in the completion of (L, v). �

4. Extensions of maximal fields

We start with the

Proof of Theorem 1.2:

Take a maximal field (K, v) which satisfies (1), and denote by p the characteristic
exponent of Kv. Further, take an infinite algebraic extension (L|K, v). Denote the
relative separable-algebraic closure of K in L by L′. Assume that L′|K is infinite.
Since K is henselian, the separable-algebraic case of Theorem 1.1 shows that any
maximal immediate extension of (L, v) has infinite transcendence degree over L.

Assume now that L′|K is a finite extension. Then the field (L′, v) is maximal,
(vL′ : pvL′)[L′v : L′vp] = (vK : pvK)[Kv : Kvp] < ∞, and L|L′ is an infinite
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purely inseparable extension. Therefore at least one of the extensions vL|vL′ or
Lv|L′v is infinite. Indeed, suppose that (vL : vL′) and [Lv : L′v] were finite. Take
any finite subextension E|L′ of L|L′ such that [E : L′] > (vL : vL′)[Lv : L′v]. Then

[E : L′] > (vL : vL′)[Lv : L′v] ≥ (vE : vL′)[Ev : L′v] ,

which contradicts the fact that L′ as a maximal field is defectless by Theorem 2.1.
If vL/vL′ contains elements of arbitrarily high order or Lv contains elements of
arbitrarily high degree over L′v, then from the value-algebraic or residue-algebraic
case of Theorem 1.1 we deduce that any maximal immediate extension of L is
of infinite transcendence degree over L. Otherwise, vL/vL′ is a p-group of finite
exponent, Lv|L′v is a purely inseparable extension with (Lv)p

n ⊆ L′v for some
natural number n, and vL/vL′ or Lv|L′v is infinite. But this is not possible if
[L′v : L′vp](vL′ : pvL′) < ∞. �

For the proof of Theorem 1.4 we will need the following result:

Lemma 4.1. If (K, v) is a maximal field of characteristic p > 0, then also K1/p

with the unique extension of the valuation v is a maximal field.

Proof. If (aν) is a pseudo Cauchy sequence in L, then (apν) is a pseudo Cauchy
sequence in K. Since (K, v) is maximal, it has a pseudo limit b ∈ K. But then,
a = b1/p ∈ L is a pseudo limit of (aν). �

After this preparation, we can give the

Proof of Theorem 1.4:

Part a) follows immediately from Lemma 4.1.

To prove assertions b) and c) we consider the following subsets of K. We take
A to be a set of elements of K such that the cosets 1

pva+ vK, a ∈ A, form a basis

of the Z/pZ-vector space 1
pvK/vK. Similarly, we take B to be a set of elements of

the valuation ring of (K, v) such that the residues (bv)1/p, b ∈ B, form a basis of
(Kv)1/p|Kv. Then

1

p
vK = vK +

∑
a∈A

1

p
vaZ and (Kv)1/p = Kv((bv)1/p | b ∈ B) .

In order to prove assertion b) of our theorem, we set

L∞ := K(a1/p, b1/p | a ∈ A, b ∈ B) ⊆ K1/p

and obtain that vL∞ = 1
pvK and L∞v = (Kv)1/p. So the extension (K1/p|L∞, v)

is immediate. Lemma 4.1 shows that (K1/p, v) is a maximal immediate extension
of (L∞, v). Our goal is now to show that under the assumptions of the theorem,
this extension is of degree at least κ. Once this is proved, we can take X ⊆ K1/p to
be a minimal set of generators of the extension K1/p|L∞. Then the elements of X
are p-independent over L∞. Take any natural number n. As X is infinite, we can
choose x1, . . . , xn ∈ X and set Ln := L∞(X \ {x1, . . . , xn}). Then K1/p|Ln is an
immediate extension of degree pn. Similarly, for λ any infinite cardinal ≤ κ, take
Y ⊆ X of cardinality λ and set Lλ := L∞(X \ Y ). Then K1/p|Lλ is an immediate
algebraic extension of degree λ.



ALGEBRAIC INDEPENDENCE 21

We assume first that κ = (vK : pvK), so the set A is infinite. Then we take a
partition of A into κ many countably infinite sets Aτ , τ < κ. We choose enumera-
tions

Aτ = {aτ,i | i ∈ N} .
For every µ < κ we set Aµ :=

∪
τ<µ Aτ and

Kµ := K(a1/p | a ∈ Aµ) .

Note that A0 = ∅ and K0 = K. We claim that

(22) vKµ = vK +
∑
a∈Aµ

1

p
vaZ and Kµv = Kv .

The inclusions “⊇” are clear. For the converses, we observe that value group
and residue field of Kµ are the unions of the value groups and residue fields of
all finite subextensions of Kµ|K. Such subextensions can be written in the form
F = K(a1, . . . , ak) with distinct a1, . . . , ak ∈ Aµ , and we have that

pk ≥ [F : K] ≥ (vF : vK)[Fv : Kv] ≥ pk · 1 ,

so equality holds everywhere. Consequently, vF = vK +
∑k

i=1 vaiZ and Fv = Kv.
This proves our claim.

For every τ < κ we choose a sequence (cτ,i)i∈N of elements in K such that the
sequence of values

(23) (vcτ,ia
1/p
τ,i )i∈N

is strictly increasing. If the cofinality of vK is countable, then the elements cτ,i can
be chosen in such a way that the sequence (23) is cofinal in 1

pvK. For every n ∈ N,
we set

(24) ξτ,n :=

n∑
i=1

cτ,ia
1/p
τ,i ∈ Kτ+1 .

Then (ξτ,n)n∈N is a pseudo Cauchy sequence, hence it admits a pseudo limit ξτ
in the maximal field (K1/p, v). In order to show that the degree of K1/p|L∞ is
at least κ, we prove by induction that for every µ < κ and each K ′ such that
Kµ+1 ⊆ K ′ ⊆ L∞, the pseudo Cauchy sequence (ξµ,n)n∈N admits no pseudo limit
in K ′(ξτ | τ < µ) and the extension

(25) (K ′(ξτ | τ ≤ µ)|K ′, v)

is immediate.
Take µ < κ and assume that our assertions have already been shown for all

µ′ < µ. If µ = µ′ + 1 is a successor ordinal, then from (25) we readily get that the
extension

(26) (K ′(ξτ | τ < µ)|K ′, v)

is immediate for every K ′ such that Kµ ⊆ K ′ ⊆ L∞ . If µ is a limit ordinal, then
(26) follows from the induction hypothesis sinceKµ′ ⊆ Kµ ⊆ K ′ for each µ′ < µ and
since the union over the increasing chain of immediate extensions K ′(ξτ | τ ≤ µ′),
µ′ < µ, of (K ′, v) is again an immediate extension of (K ′, v).
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In order to prove the induction step, suppose towards a contradiction that
(ξτ,n)n∈N admits a pseudo limit ηµ in K ′(ξτ | τ < µ) for some K ′ such that
Kµ+1 ⊆ K ′ ⊆ L∞. Then ηµ lies already in a finite extension

(27) E := Kµ(ξτ | τ < µ)(a
1/p
1 , . . . , a

1/p
k , b

1/p
1 , . . . , b

1/p
ℓ )

of Kµ(ξτ | τ < µ) in L∞(ξτ | τ < µ), with distinct elements a1, . . . , ak ∈ A \ Aµ

and b1, . . . , bℓ ∈ B. We claim that

(28) vE = vKµ +

k∑
i=1

1

p
vaiZ and Ev = Kµv((b1v)

1/p, . . . , (bℓv)
1/p) .

As the extension (26) is immediate for Kµ in place of K ′, the inclusions “⊇” are
clear. Conversely, from these inclusions together with the equations in (22) and our
assumption on the ai , it follows that (vE : vK) ≥ pk as well as [Ev : Kv] ≥ pℓ.
Therefore, we have that pk ·pℓ ≥ [E : K] ≥ (vE : vK)[Ev : Kv] ≥ pk ·pℓ, so equality
holds everywhere. Consequently, (vE : vK) = pk and [Ev : Kv] = pℓ, which proves
that the inclusions are equalities.

Now we take n to be the minimum of all i ∈ N such that aµ,i is not among the
a1, . . . , ak . We set ξE := 0 if n = 1, and ξE := ξµ,n−1 otherwise. Then ηµ−ξE ∈ E.
In contrast, the fact that ηµ is a pseudo limit, together with the first equation of
(28), yields that

v(ηµ − ξE) = v(ξµ,n − ξE) = vcµ,n +
1

p
vaµ,n /∈ vKµ +

k∑
i=1

1

p
vaiZ = vE .

This contradiction proves that (ξµ,n)n∈N admits no pseudo limit in K ′(ξτ | τ < µ).
Thus in particular, ξµ /∈ K ′(ξτ | τ < µ). Since Kµ+1 ⊆ K ′, (ξµ,n)n∈N is a pseudo
Cauchy sequence in (K ′(ξτ | τ < µ), v). As [K ′(ξτ | τ < µ)(ξµ) : K

′(ξτ | τ < µ)] = p
is a prime, Lemma 2.12 shows that the extension (K ′(ξτ | τ ≤ µ)|K ′(ξτ | τ < µ), v)
is immediate. As also the extension (26) is immediate, we find that the extension
(K ′(ξτ | τ ≤ µ)|K ′, v) is immediate. This completes our induction step. Because
every extension L∞(ξτ | τ ≤ µ)|L∞(ξτ | τ < µ) is nontrivial, it follows that the
degree of K1/p|L∞ is at least κ.

A simple modification of the above arguments allows us to show the assertion
of part b) of the theorem in the case of κ = [Kv : (Kv)p], in which the set B is
infinite. Let us describe these modifications.

We take a partition of B into κ many countably infinite sets Bτ , τ < κ, and
choose enumerations

Bτ = {bτ,i | i ∈ N} .
For every µ < κ we set Bµ :=

∪
τ<µ Bτ and

Kµ := K(b1/p | b ∈ Bµ) .

Similarly as before, it is shown that

(29) vKµ = vK and Kµv = Kv((bv)1/p) | b ∈ Bµ) .

We choose a sequence (ci)i∈N of elements in K with strictly increasing values.
Again, if the cofinality of vK is countable, then the elements ci can be chosen in
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such a way that the sequence of their values is cofinal in vK. For every τ < κ and
n ∈ N, we set

(30) ξτ,n :=
n∑

i=1

cib
1/p
τ,i ∈ Kτ+1 .

Now the only further part of the proof that needs to be modified is the one that
shows that ηµ ∈ E, where ηµ is a pseudo limit of (ξµ,n)n∈N, leads to a contradiction.
In the present case, we take n to be the minimum of all i ∈ N such that bµ,i is not
among the b1, . . . , bℓ . As before, we set ξE := 0 if n = 1, and ξE := ξµ,n−1

otherwise. Then ηµ − ξE ∈ E. In contrast, the fact that ηµ is a pseudo limit,
together with the second equation of (28), yields that

c−1
n (ηµ − ξE)v = c−1

n (ξµ,n − ξE)v = (b1/pµ,n)v = (bµ,nv)
1/p

/∈ Kµv((b1v)
1/p, . . . , (bℓv)

1/p) = Ev ,

a contradiction. This completes our modification and thereby the proof that the
extension (K1/p|L∞, v) is of degree at least κ.

We now turn to part c) of the theorem. Again, we consider separately the cases
of κ = (vK : pvK) and of κ = [Kv : (Kv)p].

We assume first that κ = (vK : pvK) and take a partition of A as in the proof
of part b). Further, we set s(1) = 0 and s(m) = 1 + 2 + · · · + (m − 1) for m > 1.
For every τ < µ and every m ∈ N, we set

zτ,m :=
m∑
i=1

dτ,s(m)+ia
p−i

τ,s(m)+i ∈ K1/p∞
,

where dτ,j are elements from K such that for every m ∈ N,

1) the sequence (vdτ,s(m)+ia
p−i

τ,s(m)+i)1≤i≤m is strictly increasing,

2) vdτ,s(m)+map
−m

τ,s(m)+m < vdτ,s(m+1)+1a
p−1

τ,s(m+1)+1 .

If the cofinality of vK is countable, then the elements dτ,i can be chosen in such a
way that the sequence that results from the above is cofinal in vK.

We note that zp
m

τ,m ∈ K with

(31) [K(zτ,m) : K] = pm and
1

p
vaτ,s(m)+1, . . . ,

1

p
vaτ,s(m)+m ∈ vK(zτ,m) .

We set

Lµ := K(zτ,m | τ < µ, m ∈ N) for µ ≤ κ , and L := Lκ .

Further, we fix a maximal immediate extension (M, v) of (L, v). We claim that

(32) vLµ = vK +
∑
a∈Aµ

1

p
va and Lµv = Kv .

In particular, this shows that

(33) vL =
1

p
vK and Lv = Kv .
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To prove our claim, we observe that the first inclusion “⊇” in (32) follows from
(31). We choose any µ < κ, k ∈ N, τ1, . . . , τk < µ and m1, . . . ,mk ∈ N such that
the pairs (τi,mi), 1 ≤ i ≤ k, are distinct. Then we compute, using (31):

pm1 · . . . · pmk ≥ [K(zτ1,m1 , . . . , zτk,mk
) : K]

≥ (vK(zτ1,m1 , . . . , zτk,mk
) : vK)[K(zτ1,m1 , . . . , zτk,mk

)v : Kv]

≥ (vK(zτ1,m1 , . . . , zτk,mk
) : vK)

≥ (vK +

k∑
j=1

mj∑
i=1

1

p
vaτj ,s(mj)+iZ : vK) ≥ pm1 · . . . · pmk ,

showing that equality holds everywhere. Therefore,

vK(zτ1,m1 , . . . , zτk,mk
) = vK +

k∑
j=1

mj∑
i=1

1

p
vaτj ,s(mj)+iZ ⊆ vK +

∑
a∈Aµ

1

p
va

and

K(zτ1,m1
, . . . , zτk,mk

)v = Kv .

Since the value group and residue field of Lµ are the unions of the value groups and
residue fields of all subfields of the above form, this proves our claim.

For every τ < κ and n ∈ N, we set

ζτ,n :=
n∑

m=1

zτ,m ∈ L.

Then (ζτ,n)n∈N is a pseudo Cauchy sequence in (L, v), hence it admits a pseudo limit
ζτ in the maximal field (M,v). In order to show that the transcendence degree of
M |L is at least κ, we prove by induction that for every µ < κ and every field L′ such
that Lµ+1 ⊆ L′ ⊆ L, the pseudo Cauchy sequence (ζµ,n)n∈N is of transcendental
type over L′(ζτ | τ < µ), so that the extension (L′(ζτ | τ ≤ µ)|L′(ζτ | τ < µ), v) is
immediate and transcendental and then also the extension

(34) (L′(ζτ | τ ≤ µ)|L′, v)

is immediate.
Take µ < κ and assume that our assertions have already been shown for all

µ′ < µ. If µ = µ′ + 1 is a successor ordinal, then from (34) we readily get that the
extension

(35) (L′(ζτ | τ < µ)|L′, v)

is immediate for every L′ such that Lµ ⊆ L′ ⊆ L. If µ is a limit ordinal, then (35)
follows from the induction hypothesis since Lµ′ ⊆ Lµ ⊆ L′ for each µ′ < µ and
since the union over an increasing chain of immediate extensions of (L′, v) is again
an immediate extension of (L′, v).

In order to prove the induction step, take any L′ such that Lµ+1 ⊆ L′ ⊆ L.
Suppose towards a contradiction that the pseudo Cauchy sequence (ζµ,n)n∈N in
Lµ+1 is of algebraic type over (L′(ζτ | τ < µ), v) (which includes the case where
it has a pseudo limit in L′(ζτ | τ < µ)). Then by Theorem 2.10 there exists an
immediate algebraic extension (L′(ζτ | τ < µ)(d)|L′(ζτ | τ < µ), v) with d a pseudo
limit of the sequence. The element d is also algebraic over Lµ(ζτ | τ < µ). On
the other hand, we will now show that from the fact that d is a pseudo limit of
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(ζµ,n)n∈N it follows that the value group vLµ(ζτ | τ < µ)(d) is an infinite extension
of vLµ(ζτ | τ < µ). Take n ∈ N and define

ηµ,n := ζp
n−1

µ,n − dp
n−1

µ,s(n)+na
1/p
µ,s(n)+n = ζp

n−1

µ,n−1 +
n−1∑
i=1

dp
n−1

µ,s(n)+ia
pn−1−i

µ,s(n)+i ∈ K .

Since d is a pseudo limit of the pseudo Cauchy sequence (ζµ,n)n∈N, we deduce that

(36) v(d− ζµ,n) = vzµ,n+1 = vdµ,s(n+1)+1a
1/p
µ,s(n+1)+1 > vdµ,s(n)+na

p−n

µ,s(n)+n .

Therefore,

v
(
dp

n−1

− ηµ,n

)
= v

(
dp

n−1

− ζp
n−1

µ,n + dp
n−1

µ,s(n)+na
1/p
µ,s(n)+n

)
= pn−1v

(
d− ζµ,n + dµ,s(n)+na

p−n

µ,s(n)+n

)
= pn−1 min

{
v(d− ζµ,n) , v

(
dµ,s(n)+na

p−n

µ,s(n)+n

)}
= pn−1v

(
dµ,s(n)+na

p−n

µ,s(n)+n

)
= pn−1vdµ,s(n)+n +

1

p
vaµ,s(n)+n ,

which shows that
1

p
vaµ,s(n)+n ∈ vLµ(ζµ | µ < τ)(d)

for all n ∈ N. In view of (32), these values are not in vLµ . Since the extension (35) is
immediate for Lµ in place of L′, they are also not in vLµ(ζτ | τ < µ). It follows that
the index (vLµ(ζτ | τ < µ)(d) : vLµ(ζτ | τ < µ)) is infinite. This contradicts the
fact that the extension Lµ(ζτ | τ < µ)(d)|Lµ(ζτ | τ < µ) is finite. This contradiction
proves that the pseudo Cauchy sequence (ζµ,n)n∈N is of transcendental type over
L′(ζτ | τ < µ). From Theorem 2.9 it follows that (L′(ζτ | τ ≤ µ)|L′(ζτ | τ < µ), v)
is an immediate transcendental extension. Since the extension (35) is immediate,
we obtain that also (L′(ζτ | τ ≤ µ)|L′, v) is immediate.

This completes our induction step. By induction on µ we have therefore shown
that (L(ζτ | τ < µ), v) is an immediate extension of (L, v) for each µ < κ, which
yields that also the union (L(ζτ | τ < κ), v) of these fields is an immediate extension
of (L, v). As every extension L(ζτ | τ ≤ µ)|L(ζτ | τ < µ) is transcendental, the
transcendence degree of L(ζτ | τ < κ) over L is at least κ.

A simple modification of the above arguments allows us to show the assertion of
part c) of the theorem in the case of κ = [Kv : (Kv)p]. We take the partition of B
as in the proof of part b). We now list the modifications.

Since the vb = 0 for all b ∈ B, the only requirement for the elements dτ,i that
we need is that vdτ,i < vdτ,j for i < j. If the cofinality of vK is countable, then
the elements dτ,i can be chosen in such a way that the sequence of their values is
cofinal in vK. We set

zτ,m :=
m∑
i=1

dτ,s(m)+ib
p−i

τ,s(m)+i ∈ K1/p∞
,

Equation (31) is replaced by

(37) [K(zτ,m) : K] = pm and (bτ,s(m)+1v)
1/p, . . . , (bτ,s(m)+mv)1/p ∈ K(zτ,m)v .
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One proves in a similar way as before that

(38) vLµ = vK and Lµv = Kv((bv)1/p | b ∈ Bµ) .

In particular, this shows that

(39) vL = vK and Lv = (Kv)1/p .

Now the only further part of the proof that needs to be modified is the one that
shows that the extension Lµ(ζτ | τ < µ)(d)|Lµ(ζτ | τ < µ) cannot be finite. We
define ηµ,n as before, with “b” in place of “a”. Also (36) holds with “b” in place of
“a”, whence

v d−pn−1

µ,s(n)+n

(
dp

n−1

− ζp
n−1

µ,n

)
= pn−1vd−1

µ,s(n)+n (d− ζµ,n) > 0 .

This leads to

d−pn−1

µ,s(n)+n

(
dp

n−1

− ηµ,n

)
v = d−pn−1

µ,s(n)+n

(
dp

n−1

− ζp
n−1

µ,n + dp
n−1

µ,s(n)+nb
1/p
µ,s(n)+n

)
v

=
(
d−pn−1

µ,s(n)+n(d
pn−1

− ζp
n−1

µ,n ) + b
1/p
µ,s(n)+n

)
v

= (b
1/p
µ,s(n)+n)v = (bµ,s(n)+nv)

1/p ,

which shows that
(bµ,s(n)+nv)

1/p ∈ Lµ(ζτ | τ < µ)(d)v

for all n ∈ N. In view of (38), these residues are not in Lµv. As before, this
is shown to contradict d being algebraic over Lµ(ζτ | τ < µ). This completes our
modification and thereby the proof that (M |L, v) is of transcendence degree at least
κ. �

We now come to the proof of

Proof of Theorem 1.5:

Note that a field (K, v) which satisfies the assumptions of Theorem 1.5 also satisfies
the assumptions of Theorem 1.4. We choose the sets A,B ⊆ K1/p and define
L := L∞ as in the proof of part b) of Theorem 1.4. Then, as we have already seen,
(K1/p, v) is a maximal immediate extension of (L, v).

To show the existence of an immediate extension of L of infinite transcendence
degree over L, we consider separately the cases i) and ii) of the theorem. We assume
first that the conditions of case i) hold. Then the set A can be chosen so as to contain
an infinite countable subset A′ such that the set of values S = {va | a ∈ A′} is
bounded. It must contain a bounded infinite strictly increasing or a bounded infinite
strictly decreasing sequence. If it does not contain the former, we replace A′ by
{a−1 | a ∈ A′}, thereby passing from S to −S. Note that in our proof we will not
need that A′ ⊆ A; we will only use that A′ ⊆ L. Now we can choose a sequence
(aj)j∈N of elements in A′ such that the sequence (vaj)j∈N is strictly increasing and
bounded by some γ ∈ vK. We partition the sequence (aj)j∈N into countably many
subsequences

(aN,i)i∈N (N ∈ N) .
As in the proof of Theorem 1.4, we define KN := K(an,i | n < N , i ∈ N) ⊆ K1/p.

For every N ∈ N we consider the pseudo Cauchy sequence (ξN,m)m∈N defined by

ξN,m :=
m∑
i=1

a
1/p
N,i ∈ KN+1 .
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and the pseudo limits ξN of the sequences in the maximal immediate extension
(K1/p, v) of (L, v). We show that for every N the pseudo limit ξN does not lie in
the completion Lc of (L, v). Fix N ∈ N and take any d ∈ L. Then d lies already in
some finite extension

E := K(a
1/p
1 , . . . , a

1/p
k , b

1/p
1 , . . . , b

1/p
l )

of K in L. Choosing ξE as in the proof of Theorem 1.4, we obtain that ξE −d ∈ E.
But from equalities (28) with µ = 0 it follows that v(ξN − ξE) = 1

pvaN,n /∈ vE.

Thus,

v(ξN − d) = min{v(ξN − ξE), v(ξE − d)} ≤ 1

p
vaN,n <

1

p
γ .

Hence the values v(ξN − d), d ∈ L, are bounded by 1
pγ and consequently, ξN /∈ Lc.

Again from the proof of Theorem 1.4 it follows that for every field K ′ such that
K1 ⊆ K ′ ⊆ L the extension (K ′(ξ1)|K ′, v) is immediate and purely inseparable
of degree p. Since ξ1 /∈ Lc, from Proposition 2.13 we deduce that for an element
d1 ∈ K× satisfying inequality (8) with η = ξ1, a root ϑ1 of the polynomial

f1 := Xp −X −
(
ξ1
d1

)p

generates an immediate Galois extension (L(ϑ1)|L, v) of degree p with a unique
extension of the valuation v from L to L(ϑ1). Take any field K ′ such that K1 ⊆
K ′ ⊆ L. Then ξ1 /∈ K ′c and the element d1 satisfies inequality (8) with every
element c ∈ K ′. Therefore also (K ′(ϑ1)|K ′, v) is an immediate extension of degree
p with a unique extension of v from K ′ to K ′(ϑ1).

Take any m > 1. Suppose that we have shown that for every l < m there is
dl ∈ K× such that a root ϑl of the polynomial

fl := Xp −X −
(
ξl
dl

)p

generates, for any field K ′ with Kl+1 ⊆ K ′ ⊆ L, an immediate Galois exten-
sion (K ′(ϑ1, . . . , ϑl)|K ′(ϑ1, . . . , ϑl−1), v) of degree p with a unique extension of
the valuation v from K ′(ϑ1, . . . , ϑl−1) to K ′(ϑ1, . . . , ϑl). Then in particular, the
extension (Km+1(ϑ1, . . . , ϑm−1)|Km+1, v) is immediate. Take any field K ′ such
that Km+1 ⊆ K ′ ⊆ L. Replacing in the argumentation of the proof of part b)
of Theorem 1.4 the field K ′(ξl | l < m) by K ′(ϑl | l < m), we deduce that
(K ′(ϑ1, . . . , ϑm−1)(ξm)|K ′(ϑ1, . . . , ϑm−1), v) is an immediate purely inseparable ex-
tension of degree p. Since ξm /∈ Lc and L(ϑ1, . . . , ϑm−1)

c = Lc(ϑ1, . . . , ϑm−1) is
a separable extension of L, linearly disjoint from the purely inseparable extension
Lc(ξm)|Lc, we obtain that

[Lc(ϑ1, . . . , ϑm−1)(ξm) : Lc(ϑ1, . . . , ϑm−1)] = p.

Therefore, ξm does not lie in L(ϑ1, . . . , ϑm−1)
c. Thus, from Proposition 2.13 it

follows that for an element dm ∈ K× satisfying inequality (8) with η = ξm, a root
ϑm of the polynomial fm := Xp − X − (ξm/dm)

p
generates an immediate Galois

extension (L(ϑ1, . . . , ϑm)|L(ϑ1, . . . , ϑm−1), v) of degree p with a unique extension of
the valuation v from L(ϑ1, . . . , ϑm−1) to L(ϑ1, . . . , ϑm). As in the case of m = 1 we
deduce that also the extension (K ′(ϑ1, . . . , ϑm)|K ′(ϑ1, . . . , ϑm−1), v) is immediate
and the valuation v of K ′(ϑ1, . . . , ϑm−1) extends uniquely to K ′(ϑ1, . . . , ϑm).
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By induction, we obtain an infinite immediate separable-algebraic extension F :=
L(ϑm | m ∈ N) of L with the unique extension of the valuation v of L to F . Thus,
the extension F |L is linearly disjoint from Lh|L. From the separable algebraic case
of Theorem 1.1 it follows that each maximal immediate extension (M,v) of (F, v)
has infinite transcendence degree over F . Since (F |L, v) is immediate, M is also a
maximal immediate extension of L.

Similar arguments allow us to prove the assertion in the case of an infinite residue
field extension Kv|(Kv)p when the value group vK is not discrete. Let us describe
the modifications.

Take an infinite countable subset B′ of B and an infinite partition of B into
infinite sets

BN = {bN,i | i ∈ N} (N ∈ N) .

Since vK is not discrete, we can choose elements ci ∈ K such that the sequence
(vci)i∈N of their values is strictly increasing and bounded by some element γ ∈ vK.
For every N we consider the pseudo Cauchy sequence (ξN,m)m∈N defined by (30).

The only further part of the proof that needs to be modified is the one that
shows that ξN /∈ Lc. More precisely, we need to show that for any element d ∈ E
we have that v(ξN −d) < γ. Take ξE as in the second case of the proof of part b) of
Theorem 1.4. From the equalities (28) with µ = 0 we deduce that c−1

n (ξN − ξE)v =
(bN,nv)

1/p /∈ Ev. Suppose that v(ξN − d) > v(ξn − ξE). Then

v
(
c−1
n (ξN − ξE)− c−1

n (ξE − d)
)
> vc−1

n (ξN − ξE) = 0.

It follows that c−1
n (ξN − ξE)v = c−1

n (ξE − d)v ∈ Ev, a contradiction. Consequently,

v(ξN − d) ≤ v(ξN − ξE) = vcn < γ .

This completes our modification and thereby the proof that (L, v) admits a maximal
immediate extension of infinite transcendence degree over L. �

Finally, we give the

Proof of Theorem 1.6:

Take an extension (L|K, v) as in the assumptions of the theorem. In view of the
value-algebraic and residue-algebraic cases of Theorem 1.1, it suffices to show that
at least one of the extensions vL|vK or Lv|Kv is infinite.

Take K ′ to be the relative algebraic closure of K in Lh. By the assumptions on
the residue field and value group extensions of (L|K, v), it follows from Lemma 2.4
that vK ′ = vLh = vL and K ′v = Lhv = Lv. Therefore, (Lh|K ′, v) is an immediate
transcendental extension.

Suppose that the value group extension and the residue field extension of (L|K, v)
and hence of (K ′|K, v) were finite. But since K is henselian and a defectless field
by Theorem 2.1, the degree [K ′ : K] is equal to (vK ′ : vK)[K ′v : Kv] and hence
would be finite, so (K ′, v) would again be a maximal field, which contradicts the
fact that (Lh|K ′, v) is a nontrivial immediate extension. �



ALGEBRAIC INDEPENDENCE 29

References

[1] Bourbaki, N. : Commutative algebra, Paris (1972)

[2] Endler, O. : Valuation theory, Springer, Berlin (1972)
[3] Engler, A.J. – Prestel, A.: Valued fields, Springer Monographs in Mathematics. Springer-

Verlag, Berlin, 2005
[4] Gravett, K. A. H. : Note on a result of Krull, Cambridge Philos. Soc. Proc. 52 (1956), 379

[5] Kaplansky, I. : Maximal fields with valuations I, Duke Math. Journ. 9 (1942), 303–321
[6] Kuhlmann, F.–V. : Valuation theoretic and model theoretic aspects of local uniformization,

in: Resolution of Singularities - A Research Textbook in Tribute to Oscar Zariski. Herwig
Hauser, Joseph Lipman, Frans Oort, Adolfo Quiros (eds.), Progress in Mathematics Vol. 181,
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