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#### Abstract

We prove that the sequence of MacLane key polynomials constructed in [7 and [3] for a valuation extension $(K, \nu) \subset(K(x), \mu)$ is finite, provided that both $\nu$ and $\mu$ are divisorial and $\mu$ is centered over an analytically irreducible local domain $(R, \mathfrak{m}) \subset K[x]$. As a corollary, we prove Izumi's theorem on comparison of divisorial valuations. We give explicit bounds for the Izumi constant in terms of the key polynomials of the valuations. We show that this bound can be attained in some cases.


## 1. Introduction

We give a proof of the finiteness of the sequence of MacLane key polynomials of the extensions of the valuations, in the case of divisorial valuations centered over an analytically irreducible domain (Theorem 3.6). As a result, we are able to prove Izumi's theorem:

Theorem 1.1. Suppose $\mu$ and $\mu^{\prime}$ are two divisorial $k$-valuations of a field $K / k$ such that $K$ is the quotient field of an analytically irreducible local domain $(R, \mathfrak{m}) \subset$ $K$. Furthermore, suppose that $\mu$ and $\mu^{\prime}$ are centered over ( $R, \mathfrak{m}$ ) (with common center $\left.\mathfrak{m}{ }^{11}\right)$. Then there exists a real number $c>0$ such that $\mu(y)<c \mu^{\prime}(y)$, for $y \in R \backslash\{0\}$. Therefore, the Izumi constant of these two valuations, namely the number $c_{R}\left(\mu, \mu^{\prime}\right):=\sup _{y \in R \backslash\{0\}}\left\{\frac{\mu(y)}{\mu^{\prime}(y)}\right\}$, is well-defined.

In [6] Izumi proved an analogous result of Theorem 1.1] in the case where $R$ is the local algebra of a point $\xi \in X$ for a reduced and irreducible complex space ( $X, \mathcal{O}_{X}$ ), and when $\mu$ is the order function in the point $\xi$ and $\mu^{\prime}$ is the pullback of $\mu$ under a morphism $\phi:(Y, \eta) \rightarrow(X, \xi)$ (However, notice that in this case the mappings $\mu$ and $\mu^{\prime}$ are not necessarily valuations). In [10] Rees stated Izumi's result in an algebraic setting and proved Theorem [1.1] In [5] Theorem 1.1 is proved when $(R, \mathfrak{m})$ is an analytically irreducible excellent domain.

In Section 2 we describe the main results of the theory of key polynomials.
In Section 3 we prove the finiteness of the key polynomials of the divisorial valuation extension $(K, \nu) \subset(K(x), \mu)$, provided that $\mu$ is centered over an analytically irreducible local domain $(R, \mathfrak{m}) \subset K[x]$.

In Section 4 we use the theory of key polynomials to prove Izumi's theorem (Theorem [1.1). From a computational point of view, an interesting question is

[^0]to compute the Izumi constants. In [5], the Izumi constants are computed for some special examples. In [11, the Izumi constants are used to give bounds for the Artin functions which arise in the Artin approximation theory. Here, we give explicit bounds for the Izumi constant $c\left(\mu, \mu^{\prime}\right)$ in terms of the key polynomials of the valuation $\mu$. We show that in certain cases this bound is equal to the Izumi constant; For example we compute $c\left(\mu, \operatorname{ord}_{\nu, \beta}\right)$ for any divisorial valuation $\mu$ which extends $\nu$ (Theorem 4.3.(ii)).
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## 2. Valuations and key polynomials

In this section we fix the notation and recall the main results of the theory of key polynomials.

Throughout this section $(K, \nu)$ is a field with a valuation $\nu$ whose value group is an ordered subgroup of the ordered group $(\mathbf{R},<)$. However, the theory presented in this section is generalized in [13] and [3] for valuations with value groups of arbitrary rank. If we allow that the value $\nu(y)$ of some nonzero elements $y \in K$ can be $\infty$ then we say that $\nu$ is a pseudo-valuation. A $k-$ valuation $\nu$ of a field $K / k$ is a valuation of $K$ such that $\left.\nu\right|_{k^{*}}=0$. In this paper, all the fields $K$ that we consider are extensions of a base field $k$ and all the valuations $\nu$ of $K$ are $k$-valuations. We consider the field extension $L=K(x)$. In the case where $x$ is transcendental over $K$ we say $L / K$ is of transcendental type, and when $x$ is algebraic over $K$ we say $L / K$ is of algebraic type. We assume $\mu$ is a (not necessarily divisorial) valuation on $L$ extending $\nu$, i.e., $(K, \nu) \subset(L, \mu)$. If $L / K$ is of algebraic type, we denote the minimal polynomial of $x$ over $K$ by $P(X)$ ( $X$ is a new variable transcendental over $K$ ), and assume $\operatorname{deg} P(X)=N$. Notice that in the algebraic type case we have $L=K[X] /(P(X))$, and every element $y \in L$ has a unique representative $y(X) \in K[X]$ of degree strictly less than $N$. For $y \in L$ we define $\operatorname{deg} y=\operatorname{deg} y(X)$.

The valuation ring of the valuation $\nu$ is denoted by $R_{\nu}$; It is the ring consisting of nonzero elements whose value is $\geq 0$, and the zero element. It is a local ring with maximal ideal $\mathfrak{m}_{\nu}=\left\{y \in R_{\nu}: \nu(y)>0\right\}$. The residue field of the valuation $\nu$ is by definition equal to the field $\kappa_{\nu}=\frac{R_{\nu}}{\mathfrak{m}_{\nu}}$. Let $R$ be an integral domain, and suppose $\nu$ is centered on the ring $R$, which means $R \subseteq R_{\nu}$. In this situation the center of the valuation $\nu$ over the ring $R$ is defined to be the ideal $\mathfrak{p}=\mathfrak{m}_{\nu} \cap R$. By defenition, in the case $\nu$ is centered on the local ring $(R, \mathfrak{m})$ the center of the valuation over $R$ is equal to $\mathfrak{m}$. A valuation $\nu$ with value group isomorphic to $\mathbf{Z}$, centered over a local domain $(R, \mathfrak{m}, k)$ is called divisorial if $\operatorname{tr} . \operatorname{deg}\left(\kappa_{\nu} / k\right)=\operatorname{dim} R-1$. For $\phi \in \mathbf{R}$, set

$$
\begin{aligned}
& \mathcal{P}_{\phi}(R)=\{x \in R \mid \nu(x) \geq \phi\}, \\
& \mathcal{P}_{\phi}^{+}(R)=\{x \in R \mid \nu(x)>\phi\},
\end{aligned}
$$

where we agree that $0 \in \mathcal{P}_{\phi}$ for all $\phi$, since its value is larger than any $\phi$, so that by the properties of valuations the $\mathcal{P}_{\phi}$ are ideals of $R$.

The graded algebra associated with the valuation $\nu$ over the ring $R$ is defined as

$$
\operatorname{gr}_{\nu} R=\bigoplus_{\phi \in \mathbf{R}} \mathcal{P}_{\phi}(R) / \mathcal{P}_{\phi}^{+}(R)
$$

See 12 for the foundational facts about this graded ring and its role in the local uniformization problem.

For each non-zero element $x \in R$, there is a unique $\phi \in \mathbf{R}$ such that $x \in \mathcal{P}_{\phi} \backslash \mathcal{P}_{\phi}^{+}$; the image of $x$ in the quotient $\left(\operatorname{gr}_{\nu} R\right)_{\phi}=\mathcal{P}_{\phi} / \mathcal{P}_{\phi}^{+}$is the initial form $\mathrm{in}_{\nu}(x)$ of $x$.

Definition 2.1. A sequence of key polynomials for the extension $(L, \mu)$ of $(K, \nu)$, with respect to a ring $R \subseteq R_{\mu}$, is a well-ordered set $\mathbf{U}=\left\{U_{i}\right\}_{i \leq \alpha} \subset R$, where $\alpha$ is an ordinal number, which has the following properties: For each $\beta \in \mathbf{R}$ the additive group $\mathcal{P}_{\beta}(R)$ is generated by all the products of the form $c \prod_{i \leq \alpha} U_{i}^{a_{i}}$, where $c \in K$ and $a_{i}=0$ except for a finite number of $i$, such that $\nu(c)+\sum_{i \leq \alpha} a_{i} \beta_{i} \geq \beta$, where $\beta_{i}=\mu\left(U_{i}\right)$. Moreover, the set $\mathbf{U}$ is minimal with this property.

For any $i \leq \alpha$ we define $\mathbf{U}_{[i]}^{a}:=\prod_{j \leq i} U_{j}^{a_{j}}$, where $a \in \mathbf{N}^{i}$ and $a_{j}=0$ except for a finite number of $j$. All the sequences of key polynomials of the extension $(L, \mu) /(K, \nu)$ that we study are sequences of key polynomials with respect to the ring $R=K[x]$. From now on, we simply call them the sequence of key polynomials of the extension $(L, \mu) /(K, \nu)$.

Next we define a combinatorial sequence of weighted polynomials of the ring $K[x]$, called a weighted basis of $K[x]$. We will see that the sequence of key polynomials associated to a valuation extension $(K, \nu) \subset(L, \mu)$ in [7], 13], and [3, are also a weighted basis of $K[x]$. But the converse is not true in general (See the discussion before Theorem [2.6). However, the notion of the weighted basis simplifies the combinatorial part of the description of the extension of the valuation $(K, \nu)$.
Definition 2.2. A sequence of weighted polynomials $\mathbf{U}=\left\{U_{i}\right\}_{i \leq \alpha} \subset K[x]$, $\alpha$ an ordinal, with weights $\omega\left(U_{i}\right)=\beta_{i} \in \mathbf{R}$, is called a weighted basis for $K[x]$ with respect to the valuation $(K, \nu)$, when it satisfies the following conditions.
(a) For every $i \leq \alpha$ we have

$$
\begin{equation*}
U_{i+1}=U_{i}^{m_{i}}+U_{i}^{m_{i}-1} f_{i, m_{i}-1}+\cdots+U_{i} f_{i, 1}+f_{i, 0} \tag{1}
\end{equation*}
$$

where $\operatorname{deg} f_{i, j}<\operatorname{deg} U_{i}$, for $j=0, \ldots, m_{i}-1$. Moreover, we have $\beta_{i+1}>$ $m_{i} \beta_{i}$. In the case $L / K$ is of algebraic type we have $\operatorname{deg} U_{i} \leq N$, for $i \leq \alpha$.
(b) For every $i \leq \alpha$ and every $f \in L$ there exists expansions (called $i$-adic expansions of $f$ )

$$
\begin{equation*}
f=\sum_{\ell} c_{\ell} \mathbf{U}_{[i]}^{a_{\ell}} \tag{2}
\end{equation*}
$$

where $c_{\ell} \in K, a_{\ell} \in \mathbf{N}^{i}, a_{\ell, j}<m_{j}$ for $j<i$. In the case that $j$ is a limit ordinal, and the set $E(j)=\left\{j^{\prime}: j^{\prime}<j, j^{\prime}+\omega=j, m_{j^{\prime}}=1\right\}$ is non-empty, we allow at most for one $j_{0}^{\prime} \leq j^{\prime}<j$ that $a_{\ell, j^{\prime}}<m_{j}$, where $j_{0}^{\prime}$ is the first element of the well-ordered set $E(j)$. And in the case $L / K$ is of algebraic type we have $\sum_{j \leq i} a_{\ell, j} \operatorname{deg} U_{j} \leq N$.
(c) For any $i \leq \alpha$ we define a weight map $\omega_{i}: K[x] \rightarrow \mathbf{R}$ as follows: For any $f \in K[x]$

$$
\begin{equation*}
\omega_{i}(f)=\min _{\ell}\left\{\nu\left(c_{\ell}\right)+\sum_{j \leq i} a_{\ell, j} \beta_{j}\right\} \tag{3}
\end{equation*}
$$

where $f=\sum_{\ell} c_{\ell} \mathbf{U}_{[i]}^{a_{\ell}}$, is an $i$-adic expansion of $f$. Then we have

$$
\begin{equation*}
\omega_{i}\left(f_{i, j}\right)+j \beta_{i}=m_{i} \beta_{i} \tag{4}
\end{equation*}
$$

for $j=0, \ldots, m_{i}-1$ in the equation (1). In other words, all the components in the right hand side of the equation (1) are of the same $\omega_{i}$-weight.
(d) When $L / K$ is of transcendental type we have $\alpha \leq \omega^{2}$. In this case: If $\alpha=\omega$, either $\operatorname{deg}_{i \rightarrow \omega} U_{i}=\infty$, in which case we write $U_{\omega}=0$. Or, there exists a natural number $i_{0}$ such that for $j \geq i_{0}$ we have $\operatorname{deg} U_{j}=\operatorname{deg} U_{i_{0}}$, in which case we have

$$
\begin{equation*}
U_{\omega}=\lim _{i \rightarrow \omega} U_{i} \in \hat{K}[x] . \tag{5}
\end{equation*}
$$

The field $\hat{K}$ is, by definition, the completion of $K$ with respect to the valuation $\nu$. Moreover, in this case $\beta_{\omega}=\lim _{i \rightarrow \omega} \beta_{i}=\infty$.
(e) For any $i<\alpha$ we have $\beta_{i+1}>m_{i} \beta_{i}$ (As a result, for any $j<i$ we have $\left.\beta_{i}>\left(\prod_{j \leq j^{\prime}<i} m_{j^{\prime}}\right) \beta_{j}\right)$.
The existence of the $i$-adic expansions is a result of the Euclidean division algorithm ([7], 13], [3], [8]): Given an element $f \in L$, by successive division of $f$ with $U_{i}$ one can write

$$
\begin{equation*}
f=U_{i}^{r} f_{j}+\cdots+U_{i} f_{1}+f_{0} \tag{6}
\end{equation*}
$$

where $\operatorname{deg} f_{j}<\operatorname{deg} U_{i}$. Now, for any $f_{j}$ let $j^{\prime}$ be the largest index such that $\operatorname{deg} f_{j} \geq \operatorname{deg} U_{j^{\prime}}$, and repeat the same procedure for $f_{j}$ and $U_{j^{\prime}}$. This produces the $i$-adic expansion of $f$ in the equation (2). This algorithm shows that in the $i$-adic expansion we have $a_{\ell, i^{\prime}}<m_{i^{\prime}}$, for $i^{\prime}<i$.

For $i \leq \alpha$ a monomial of $i$-adic form is a product $c \mathbf{U}_{[i]}^{a}$, such that $a_{j}<m_{j}$, for $j<i$ and $c \in K$. Thus equation (2) shows that every element $f \in L$ has a unique expansion in terms of the monomials of $i$-adic form.
Remark 2.3. (i) We have $\operatorname{deg} U_{i+1}=m_{i} \operatorname{deg} U_{i}$.
(ii) When $L / K$ of algebraic type, in the construction of [3] the key polynomial $U_{i+1}$ is obtained by lifting to $L$ of the minimal polynomial of $\operatorname{in} U_{i}$ (which is an element of a suitable graded ring), so, in general the key polynomials can have degree $N$. Some times we consider the reduced form of the $U_{i}$, denoted by $\bar{U}_{i}$, which are the unique representations of the $U_{i}$ of degree $\leq N-1$ (we get $\bar{U}_{i}$ after dividing $U_{i}$ by the minimal polynomial of $x$ over $K$ ). Notice that if $\operatorname{deg}\left(U_{i}\right)<N$ then $\bar{U}_{i}=U_{i}$. For an adic expansion $\sum_{i} M_{i}(\mathbf{U})$ we define the reduced form of the adic expansion by replacing every $U_{j}$ by $\bar{U}_{j}$, in every adic monomial $M_{i}(\mathbf{U})$.
(iii) For any $j>i$ it is not necessarily true that the $j$-adic expansion of $U_{i}$ is itself (For example if $m_{i}=1$ then $U_{i+1}=U_{i}-f_{i, 0}$, and the $(i+1)$-adic expansion of $U_{i}$ is equal to $\left.U_{i+1}+f_{i, 0}\right)$; However, we have $\omega_{j}\left(U_{i}\right)=\beta_{i}$.
(iv) If $\operatorname{deg} f<\operatorname{deg} U_{i}$ then for any $j \geq i$ the $j$-adic expansion and $i$-adic expansion of $f$ are identical. Thus, we have $\omega_{j}(f)=\omega_{i}(f)$.
(v) For any $i<\alpha$ we have $\omega_{i}(f)<\omega_{i+1}(f)$, for any $f \in L$.
(vi) For $i \leq \alpha$ any expansion $f=\sum_{a} c_{a} \mathbf{U}_{[i]}^{a}$, for $a \in \mathbf{N}^{i}$ and without any restriction on $a_{j}$, is called an $i$-expansion of the element $f$.

The main result of the theory of the key polynomials clarifies the relation between the totality of the extensions $(K, \nu) \subset(L, \mu)$ and the weighted bases of $K[x]$ with respect to the valuation $(K, \nu)$.

[^1]Theorem 2.4. ([7, [13], 3]) Given a valuation extension $(K, \nu) \subset(L, \mu)$, such that $(K, \nu)$ is divisorial, there exists a weighted basis $\mathbf{U}$ of $K[x]$, with weights $\omega\left(U_{i}\right)=$ $\mu\left(U_{i}\right)$, which is at the same time a sequence of key polynomials for $\mu$. Moreover, if $L / K$ is of transcendental type (resp., if $L / K$ is of algebraic type) for this valuation the weight maps $\omega_{i}$ are valuations of the field $L$ (resp., of the field $K(X)$, where $X$ is a new variable) extending $(K, \nu)$; We have $\omega_{1}(f)<\omega_{2}(f)<\cdots<\omega_{\alpha}(f)$, for any $f \in L$, and we have $\mu=\omega_{\alpha}$.

We remark that Theorem 2.4 is valid without the assumption of $(K, \nu)$ being divisorial (see [13] and [3]). One of the technical subtleties of the construction of the key polynomials is in the case of key polynomials indexed with limit ordinals. Later we show that in the course of extending divisorial valuations $(K, \nu)$ to divisorial valuations $(L, \mu)$ we do not meet limit ordinals, provided that $\nu$ is centered over an analytically irreducible domain $(R, \mathfrak{m}) \subset K$.

## Remark 2.5. We have:

(i) In the case $L / K$ is of algebraic type for $i<\alpha$ the valuations $\left(K(X), \omega_{i}\right)$ are not valuations of the field $L$ (in general). But for any element $f \in L$ if the initial of the $i-$ adic expansion is equal to the initial of its $i+1$-adic expansion then for $i \leq j \leq \alpha$ we have $\omega_{j}(f)=\omega_{\alpha}(f)=\mu(f)$. In other words, the $i$-adic expansion of such elements suffices to determine the value of $f$.
(ii) The converse of theorem 2.4 is not true, i.e., it is not true that to every weighted basis $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}$ of $K[x]$ one can associate a valuation extension $(K, \nu) \subset(L, \mu)$ such that $\mu=\omega_{\alpha}$. More precisely, in general the weight maps $\omega_{i}$ associated to a weighted basis $\mathbf{U}$ are not valuations of the field $L$.

In the construction of key polynomials of [3, only the last weight map will be a valuation of $L$. This gives a class of examples of weights maps which are not valuations, when $L / K$ is of algebraic type. When $L / K$ is of transcendental type the situation seems to be different; We have a sufficient algebraic condition of MacLane for weights to be valuations. But, it is not clear whether MacLane's condition is automatically satisfied by any weighted basis or not.

Theorem 2.6. ([7] Theorem 4.2, and [13], Theorem 1.2) Suppose $\left\{U_{i}\right\}_{i \leq \alpha}$ is a weighted basis of $K[x]$ with respect to the (not necessarily divisorial) valuation $(K, \nu)$. Suppose for some $i<\alpha$, when $L / K$ is of transcendental type (respectively, when $L / K$ is of algebraic type) all the weight maps $\omega_{i}$ are valuations of the field $L$ (respectively, are valuations of the field $K(X)$ ). If $\mathrm{in}_{\omega_{i}}\left(U_{i+1}\right)$ is irreducible in $\operatorname{gr}_{\omega_{i}} K[x]$ and of minimal degree (in the sense that if for some $f \in K[x]$ we have $\operatorname{in}_{\omega_{i}}\left(U_{i+1}\right) \mid \operatorname{in}_{\omega_{i}}(f)$ then $\left.\operatorname{deg}(f) \geq \operatorname{deg}\left(U_{i+1}\right)\right)$ then the weight map $\omega_{i+1}$ is a valuation of the field $L$, when $L / K$ is of transcendental type, and a valuation of the field $K(X)$, when $L / K$ is of algebraic type.

A sufficient combinatorial condition for $\omega_{i}$ to be a valuation can be given. Suppose $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}$ is a weighted basis of $K[x]$ with respect to the (not necessarily divisorial) valuation $(K, \nu)$. Let $\Phi_{i}=\left(\nu(K), \beta_{1}, \ldots, \beta_{i}\right) \subset \mathbf{R}$ be the group generated by the first $i$-weights. Set $n_{i}=\left[\Phi_{i}: \Phi_{i-1}\right]$. Note that we must have

$$
\begin{equation*}
m_{i}=n_{i} p_{i} \tag{7}
\end{equation*}
$$

for some $p_{i} \in \mathbf{N}\left(m_{i}\right.$ is defined in (11) $)$ and moreover equation (11) should be of the form:

$$
\begin{equation*}
U_{i+1}=U_{i}^{n_{i} p_{i}}+U_{i}^{n_{i}\left(p_{i}-1\right)} f_{i, n_{i}\left(p_{i}-1\right)}+\cdots+U_{i}^{n_{i}} f_{i, n_{i}}+f_{i, 0} \tag{8}
\end{equation*}
$$

Theorem 2.7. With the notation of the last paragraph, if $m_{i}=n_{i}$ then the weight maps $\omega_{i}$ are valuations.

Proof. The proof of Theorem 4.7 of [8] can be adapted to this situation.
In the special case where $K=k((y))$, where $k$ is algebraically closed, we have a complete combinatorial characterization of the weighted bases of $K[x]$ which correspond to the key polynomials. In [1], Chapter 3, Favre and Jonsson give an explicit construction of the key-polynomials of the $K[x]$. In our settings, they show that any weighted basis of $K[x]$ corresponds to a valuation only if $m_{i}=n_{i}$ (See [1], Corollary 2.5, and Theorem 2.29). Thus, we have

Theorem 2.8. In the case where $K=k((y))$, and $k$ is algebraically closed, the converse of Theorem 2.7 is true, i.e., if $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}$ is a weighted basis of $K[x]$ such that the corresponding weight maps $\omega_{i}$ are valuations then $m_{i}=n_{i}$.

Definition 2.9. Let $\alpha$ be an ordinal. Let us denote by $K[U]$ the polynomial ring $K\left[U_{1}, \ldots, U_{\alpha}\right]$. We define a sequence $\tilde{\omega}_{i}$ of Gauss valuations on the fields $K\left(U_{1}, \ldots, U_{i}\right)$ as follows: Fixing values $\tilde{\omega}_{i}\left(U_{j}\right)=\beta_{j}$, for $j \leq \alpha$, we extend $\tilde{\omega}_{i}$ to $f(U)=\sum_{\ell} c_{\ell} \mathbf{U}_{[\alpha]}^{a_{\ell}} \in K\left[U_{1}, \ldots, U_{i}\right]$ by

$$
\tilde{\omega}_{i}(f(U))=\min _{\ell}\left\{\nu\left(c_{\ell}\right)+\sum_{j \leq i} a_{\ell, j} \beta_{j}\right\}
$$

The valuation $\tilde{\omega}_{i}$ defines a weight map on the space of the $i$-expansions of the elements of $K[x]$. More precisely, if $f_{1}=\sum_{a} c_{a} \mathbf{U}_{[i]}^{a}$ is an $i-$ expansion of the element $f \in K[x]$ then we define $\tilde{\omega}_{i}\left(f_{1}\right)=\tilde{\omega}_{i}\left(\sum_{a} c_{a} \mathbf{U}_{[i]}^{a}\right)$. Notice that $\tilde{\omega}_{i}(f)$, is not welldefined for an element $f \in K[x]$. The next theorem gives an algorithm to get the adic expansion of the elements of $K[x]$ without making divisions (Although being general, we explain the algorithm only in the case of finitely many key polynomials, which is the case we will use later).

Theorem 2.10. Suppose $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}, \alpha \in \mathbf{N}$, is a weighted basis of $K[x]$ with respect to the valuation $(K, \nu)$, and let $f \in K[x]$. Then we have:
(i) If $f_{0}=\sum_{a} c_{a} U^{a}$, where $a \in \mathbf{N}^{i}$, is the $i$-adic expansion of $f$ then the $(i+1)$-adic expansion of $f$ can be obtained by the following algorithm:
(a) In $f_{0}$ replace any occurrence of $U_{i}^{m_{i}}$ by its $(i+1)$-adic expansion:

$$
\begin{equation*}
U_{i}^{m_{i}}=U_{i+1}-U_{i}^{m_{i}-1} f_{i, m_{i}-1}-\cdots-U_{i} f_{i, 1}-f_{i, 0} \tag{9}
\end{equation*}
$$

Suppose $f_{1}=\sum_{b} c_{b} U^{b}$, where $b \in \mathbf{N}^{i+1}$, is the resulting expansion of $f$.
(b) In $f_{1}$, for any $j \leq i$ replace any occurrence of $U_{j}^{m_{j}}$ by its $(j+1)$-adic expansion. Suppose $f_{2} \in K[U]$ is the resulting expansion of $f$.
(c) Iterate step (b), as far as possible.
(ii) If $f_{0}=\sum_{a} c_{a} U^{a}$, where $a \in \mathbf{N}^{i+1}$, is the $(i+1)$-adic expansion of $f$ then the $i$-adic expansion of $f$ can be obtained by the following algorithm:
(a) In $f_{0}$ replace any occurrence of $U_{i+1}$ by its $i$-adic expansion:

$$
U_{i+1}=U_{i}^{m_{i}}+U_{i}^{m_{i}-1} f_{i, m_{i}-1}+\cdots+U_{i} f_{i, 1}+f_{i, 0}
$$

Suppose $f_{1}=\sum_{b} c_{b} U^{b}$, where $b \in \mathbf{N}^{i+1}$, is the resulting expansion of $f$.
(b) In $f_{1}$ for any $j<i$ replace any occurrence of $U_{j}^{m_{j}}$ by its $(j+1)$-adic expansion. Suppose $f_{2} \in K[U]$ is the resulting expansion of $f$.
(c) Iterate step (b), as far as possible.

Both algorithms stop after a finite number of steps and in both cases they generate a sequence of expansions for $f: f_{1}, f_{2}, \ldots, f_{t}$, where $t \in \mathbf{N}$. In the case (i), $f_{t}$ is equal to the $(i+1)$-adic expansion of $f$, and in the case (ii), $f_{t}$ is equal to the $i$-adic expansion of $f$. Moreover, in the case (i), we have $\tilde{\omega}_{i+1}\left(f_{1}\right) \leq \tilde{\omega}_{i+1}\left(f_{2}\right) \leq$ $\cdots \leq \tilde{\omega}_{i+1}\left(f_{t}\right)=\omega_{i+1}(f)$, where $\tilde{\omega}_{i+1}$ is the valuation of the ring $K\left[U_{1}, \ldots, U_{i+1}\right]$, defined in Definition 2.9, and $\omega_{i+1}$ is the weight map associated to the weighted basis $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}$ in Definition 2.2. And in the case (ii), we have $\tilde{\omega}_{i}\left(f_{1}\right) \leq \tilde{\omega}_{i}\left(f_{2}\right) \leq$ $\cdots \leq \tilde{\omega}_{i}\left(f_{t}\right)=\omega_{i}(f)$.

Proof. The proof of Proposition 3.10 of [8] can be adapted to this situation (See also Lemma 6.5 of (9).

## 3. Finiteness of key polynomials

There are delicate relations between valuations over a local domain $(R, \mathfrak{m})$ and its (possible) extensions to the $\mathfrak{m}$-adic completion $(\hat{R}, m \hat{R})$. In general, such an extension need not exist and in case of the existence, such extensions are far from being unique and the classical invariants of the extension may change in general [2], [12], and 4]. However, in the case of divisorial valuations, centered over an analytically irreducible local domain, such extensions exist and are unique. The local domain $(R, \mathfrak{m})$ is called analytically unramified (resp., analytically irreducible) if the $\mathfrak{m}$-adic completion $(\hat{R}, m \hat{R})$ does not contain nilpotent elements (resp., is a domain).
Lemma 3.1. (5, Lemma 1.1) Let $(R, \mathfrak{m})$ be an analytically irreducible domain. Then every divisorial valuation, centered over $(R, \mathfrak{m})$, extends naturally to a divisorial valuation centered over $(\hat{R}, \mathfrak{m} \hat{R})$, where $\hat{R}$ is the $\mathfrak{m}$-adic completion of $R$.

Proposition 3.2. Suppose $\nu$ is a valuation of rank 1, centered over the Noetherian local domain $(R, \mathfrak{m})$. Assume that $\nu$ extends to a valuation $\mu$ of rank 1 , centered over the local ring $(\hat{R}, \mathfrak{m} \hat{R})$, where $\hat{R}$ is the $\mathfrak{m}$-adic completion of $R$. Then such an extension is unique. Moreover, given any $0 \neq f=\left\{f_{i}\right\}_{i \in \mathbf{N}} \in \hat{R}$, where $f_{i}$ is a Cauchy sequence in $R$, there exists $i_{0} \in \mathbf{N}$ such that for all $j \geq i_{0}$ we have $\mu(f)=\nu(f)$.
Proof. As $(R, \mathfrak{m})$ is Noetherian $\nu(\mathfrak{m})>0$ exists. Choose $i_{0} \in \mathbf{N}$ such that $i_{0} \nu(\mathfrak{m})>$ $\mu(f) \geq 0$. We have $f-f_{j} \in \mathfrak{m}^{j}$. Thus, for $j \geq i_{0}$ we have $\mu\left(f-f_{j}\right)>\mu(f)$, which shows that $\mu(f)=\mu\left(f_{j}\right)=\nu\left(f_{j}\right)$.

The last two results give us:
Corollary 3.3. Let $(R, \mathfrak{m})$ be an analytically irreducible domain. Then for every divisorial valuation centered over $(R, \mathfrak{m})$ there is a unique extension of $\nu$ to $a$ divisorial valuation centered over $(\hat{R}, m \hat{R})$.

Here we mention an obvious result
Theorem 3.4. Let $\nu$ be a divisorial valuation centered over an analytically irreducible local domain $(R, \mathfrak{m})$. Then $R_{\nu}$ is analytically irreducible.

Here, we notice an easy consequence of the commuting of the completion with the quotient:
Lemma 3.5. Suppose $R[x]$ is an analytically irreducible local domain, and $K$ is the quotient field of $R$. Assume that $x$ is algebraic over $K$. Let $S$ (resp., $\hat{R}$ ) be the completion of $R[x]$ (resp., the completion of $R$ ) with respect to their (respective) maximal ideals. And, assume that $\hat{K}$ is the quotient field of $\hat{R}$. Then, the minimal polynomial of the element $x \in R$ over $K$ is identical to the minimal polynomial of $x \in S$ over $\hat{K}$.

Finally, we are ready to prove the finiteness result:
Theorem 3.6. If $(K, \nu) \subset(L, \mu)$ is a valuation extension and $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}$ is a weighted basis of $K[x]$ with respect to $(K, \nu)$ such that $\mu=\omega_{\alpha}$ and $\nu, \mu$ be divisorial valuations. Moreover, assume that $\mu$ is centered over an analytically irreducible domain $(R, \mathfrak{m}) \subset L$. Then the number of key polynomials of the divisorial valuation $(L, \mu)$ is finite, i.e., we have $\alpha<\omega$.

Proof. As $(K, \nu)$ is a divisorial valuation, we have $\operatorname{dim} \nu=\operatorname{tr} \cdot \operatorname{deg}_{k} \kappa_{\nu}=\operatorname{tr}^{2} \cdot \operatorname{deg}_{k} K-1$. Suppose we have $\alpha \geq \omega$. As the extended valuation $\mu$ is discrete, we see that $\alpha \leq \omega$ $\left(\beta_{\omega} \geq \lim _{i \rightarrow \omega} \beta_{i}=\infty\right)$. Thus, we only need to consider the case $\alpha=\omega$. We distinguish the two cases of the transcendental and algebraic type:

- If $L / K$ is of transcendental type, and $\alpha=\omega$, we show that

$$
\begin{equation*}
\operatorname{dim}_{k} \kappa_{\mu}=\operatorname{dim}_{k} \kappa_{\nu}={\operatorname{tr} . \operatorname{deg}_{k} L-2 .} \tag{11}
\end{equation*}
$$

Hence $(L, \mu)$ cannot be a divisorial valuation (because if $\mu$ was a divisorial valuation then $\operatorname{dim}_{k} \kappa_{\mu}=\operatorname{tr} \cdot \operatorname{deg}_{k} L-1$ ). To prove equation (11) first notice that as $(L, \mu)$ is an extension of $(K, \nu)$, we have $\kappa_{\nu} \subseteq \kappa_{\mu}$. It is sufficient to show that $\kappa_{\mu}$ is an algebraic extension of $\kappa_{\nu}$. Consider the natural map $\iota: R_{\mu} \rightarrow \kappa_{\mu}$. Clearly, it is sufficient to prove $\iota\left(\frac{c_{a} \mathbf{U}_{i i]}^{a}}{c_{b} \mathbf{U}_{[i]}^{b}}\right)$ is algebraic over $\kappa_{\nu}$, for any $i<\alpha$ and $a, b \in \mathbf{N}^{i}$ such that $\frac{c_{a} \mathbf{U}_{[i]}^{a}}{c_{b} \mathbf{U}_{[i]}^{b}} \in R_{\mu}$. We prove this by induction on $i$. Note that, without loss of generality, we can assume $a_{i}>0$ and $b_{i}=0$. Suppose the claim is proved for $i-1$, we prove it for $i$. Let $M=\iota\left(\frac{c_{a} \mathbf{U}_{i j}^{a}}{c_{b} \mathbf{U}_{[i]}^{b}}\right) \neq 0$. Write $n_{i} \beta_{i}=\beta_{0}+\sum_{j<i} m_{j} \beta_{j}$, where $0 \leq m_{j}<n_{j}$ and $\beta_{0} \in \nu(K)$, and set $A=c U_{1}^{m_{1}} \cdots U_{i-1}^{m_{i-1}}$, where $\nu(c)=\beta_{0}$. As $M \neq 0$, we have $\mu\left(c_{a} \mathbf{U}_{[i]}^{a}\right)=\mu\left(c_{b} \mathbf{U}_{[i]}^{b}\right)$ which shows that $a_{i}=n_{i} q_{i}$, for some $q_{i} \in \mathbf{N}$. Set $B=\frac{c_{a} A^{q_{i}} \mathbf{U}_{[i]}^{a}}{U_{i}^{a_{i}}}$. Notice that $\frac{B}{c_{b} \mathbf{U}_{[i]}^{b}}, \frac{c_{a} \mathbf{U}_{[i]}^{a}}{B} \in R_{\mu}$ and we have

$$
M=\iota\left(\frac{B}{c_{b} \mathbf{U}_{[i]}^{b}}\right) \iota\left(\frac{c_{a} \mathbf{U}_{[i]}^{a}}{B}\right)=\iota\left(\frac{B}{c_{b} \mathbf{U}_{[i]}^{b}}\right) \iota\left(\frac{U_{i}^{n_{i}}}{A}\right)^{q_{i}} .
$$

By the induction hypothesis, the factor $\iota\left(\frac{B}{c_{b} \mathbf{U}_{[i]}^{b}}\right)$ is algebraic over $\kappa_{\nu}$. Hence, we should only show that $Z=\iota\left(\frac{U_{i}^{n_{i}}}{A}\right)$ is algebraic over $\kappa_{\nu}$. Dividing both
sides of equation (8) by $A^{p_{i}}$, we have (notice that by (7): $m_{i}=n_{i} p_{i}$ )

$$
\begin{equation*}
Z^{p_{i}}+\iota\left(\frac{f_{i, n_{i}\left(p_{i}-1\right)}}{A}\right) Z^{p_{i}-1}+\cdots+\iota\left(\frac{f_{i, n_{i}}}{A^{p_{i}-1}}\right) Z+\iota\left(\frac{f_{i, 0}}{A^{p_{i}}}\right)=\iota\left(\frac{U_{i+1}}{A^{p_{i}}}\right)=0 . \tag{12}
\end{equation*}
$$

Notice that, by the induction hypothesis, the coefficients of equation (12) are algebraic over $\kappa_{\nu}$. Thus (12) shows that $Z$ is algebraic over $\kappa_{\nu}$.

- If $L / K$ is of algebraic type and $\alpha=\omega$. By Theorem 3.4 the valuation ring $R_{\mu}$ is analytically irreducible, thus the valuation $\mu$ extends uniquely to a valuation (denoted again by $\mu$ ) to the $\mathfrak{m}_{\mu}$-adic completion $\widehat{R_{\mu}}$. We construct a non-zero element $U_{\infty} \in \widehat{R_{\mu}}$ which is a coefficient-wise limit for the sequence of the reduced key polynomials $\left\{\bar{U}_{i}\right\}_{i \in \mathbf{N}}$ (Remark 2.3.(ii)). There is some $i_{0} \in \mathbf{N}$ such that for $i \geq i_{0}$ we have $m_{i}=1$ (Suppose this is not the case, so there are infinite number of $i$ such that $m_{i}>1$, but by Definition 2.2(e) we have $\beta_{\omega}>\left(\prod_{i<\omega} m_{i}\right) \beta_{1}$. Thus, we have $\nu\left(U_{\omega}\right)=$ $\beta_{\omega}=\infty$ which is a contradiction). For $i \geq i_{0}$, we set $\bar{U}_{i}=a_{i, N-1} x^{N-1}+$ $\cdots+a_{i, 1} x+a_{i, 0}$, where $a_{i, t} \in K$ (Recall that $N$ is degree of the minimal polynomial of the element $x$ over $K)$. For $i \geq i_{0}$, consider the equality $\bar{U}_{i+1}=\bar{U}_{i}+f_{i, 0}$ (The reduced form of equation (11)). Let $f_{i, 0}=\sum_{j} c_{i, j} \overline{\mathbf{U}}_{[i]}^{(j)}$ be the reduced $i$-adic expansion of $f_{i, 0}$. As $m_{k}=1$, for $k \geq i_{0}$, the power of $\bar{U}_{k}$ is zero in any adic monomial $\overline{\mathbf{U}}_{[i]}^{(j)}$ of $f_{i, 0}$. So, for these adic monomials we have $\omega_{i}\left(\overline{\mathbf{U}}_{[i]}^{(j)}\right) \leq \sum_{k<i_{0}}\left(n_{k}-1\right) \beta_{k}=\beta_{i_{0}}^{*}$. But, we have $\beta_{i} \rightarrow \infty(i \rightarrow \omega)$, so for any $j$, we have $\nu\left(c_{i, j}\right) \rightarrow \infty(i \rightarrow \infty)$. Now, for any $t \leq N-1$ we have $a_{i+1, t}-a_{i, t} \in\left\langle c_{i, j}\right\rangle_{j}$. This shows that for any $t \leq N-1$ the sequence $\left\{a_{i, t}\right\}_{i \in \mathbf{N}}$ is a Cauchy sequence for the $\nu$-adic topology in $\widehat{R_{\nu}}$. But, the ring $\widehat{R_{\nu}}$ is complete for the $\widehat{\mathfrak{m}_{\nu}}$-adic topology, so by [12], Proposition 5.10, it is complete for the $\nu$-adic topology as well. Thus, we have $a_{\infty, t}:=\lim _{i \rightarrow \omega} a_{i, t} \in \widehat{R_{\nu}} \subset \widehat{R_{\mu}}$ is well-defined. In consequence, the element $U_{\infty}:=a_{\infty, N-1} x^{N-1}+\cdots+a_{\infty, 1} x+a_{\infty, 0} \in \widehat{R_{\mu}}$ is well-defined. Moreover, by Lemma 3.5 the element $U_{\infty}$ is non-zero, and thus $\mu\left(U_{\infty}\right)$ is finite. By the construction of $U_{\infty}$, it is clear that for $i \geq i_{0}$ we have $\operatorname{in}_{\omega_{i}}\left(U_{\infty}\right)=U_{i}$. So, we have $\omega_{i}\left(U_{\infty}\right)=\beta_{i}$. This shows that $\mu\left(U_{\infty}\right) \geq \lim _{i \rightarrow \omega} \beta_{i}=\infty$ which is a contradiction.

Remark 3.7. The proof shows that in the case $L / K$ is of transcendental type we do not need the analytical irreducibility condition to meet the finiteness result.

Here we give an example that shows that the analytical irreducibility is necessary in the case $L / K$ is of algebraic typ $\uparrow 3$ :

Example 3.8. Assume that $\operatorname{char}(k) \neq 2$. Let $K=k(y), \nu$ the $y$-adic valuation. Let $L$ be the field of fractions of the integral domain $k[x, y] /\left(x^{2}-y^{2}-y^{3}\right)$. Then $\nu$ admits two extensions to $L$; their value groups can both be identified with $\mathbf{Z}$, which we view as the value group of $\nu$. Let $\mu$ be the extension characterized by the fact that $\mu(x+y)=2$. Let $\sqrt{1+y}=\sum_{i=0}^{\infty} b_{i} y^{i}$ be the Taylor expansion of $\sqrt{1+y}$. Set $U_{1}=x$. Then the construction of the key polynomials gives an infinite sequence $U_{i}=x+\sum_{j=1}^{i-1} b_{j-1} y^{j}$, for $i \geq 2$. One can show that $\mu\left(U_{i}\right)=\beta_{i}=i$, for $i \in \mathbf{N}$.

[^2]This gives us an infinite sequence of key polynomials $\left\{U_{i} ; \beta_{i}\right\}_{i \in \mathbf{N}}$ for the valuation $\mu$. There does not exist any finite subsequence of the key polynomials of this infinite sequence.

## 4. Izumi's Theorem

For any two rank one valuations $\mu$ and $\mu^{\prime}$ of a field $K$ with a common center in a subring $R$ of $K$, if there exists $c \in \mathbf{R}$ such that $\mu(y) \leq c \mu^{\prime}(y)$, for any $y \in R$, then we write $\mu \leq c \mu^{\prime}$. In such situation we define $c_{R}\left(\mu, \mu^{\prime}\right)$ to be the minimum of such constants $c$; We call it the Izumi constant of the valuations $\mu, \mu^{\prime}$. When the ring $R$ is clear from the context we denote the Izumi constant by $c\left(\mu, \mu^{\prime}\right)$.

Through this section $L$ is a field extension of a given field $K / k$, which is of the form $L=K(x)$, such that $L / K$ is either of transcendental type or algebraic type.

Remark 4.1. The following are immediate from the definition of the Izumi constant.
(i) If both $\mu$ and $\mu^{\prime}$ are centered over $R$ with the ideal $\mathfrak{p}$ as center then $c_{R_{\mathfrak{p}}}\left(\mu, \mu^{\prime}\right)$ exists provided that $c_{R}\left(\mu, \mu^{\prime}\right)$ exists. Moreover, we have $c_{R_{\mathfrak{p}}}\left(\mu, \mu^{\prime}\right)=c_{R}\left(\mu, \mu^{\prime}\right)$.
(ii) For any three valuations $\omega, \omega^{\prime}, \omega^{\prime \prime}$ of a field $K$, such that all of them are centered over a ring $R \subset K$, if $c_{R}\left(\omega, \omega^{\prime \prime}\right)$ and $c_{R}\left(\omega^{\prime \prime}, \omega^{\prime}\right)$ exist then $c_{R}\left(\omega, \omega^{\prime}\right)$ exists and we have

$$
\begin{equation*}
c_{R}\left(\omega, \omega^{\prime}\right) \leq c_{R}\left(\omega, \omega^{\prime \prime}\right) c_{R}\left(\omega^{\prime \prime}, \omega^{\prime}\right) \tag{13}
\end{equation*}
$$

Definition 4.2. Let $\nu$ be a valuation of $K$. For $\beta \in \mathbf{R}^{+}$, we define $\operatorname{ord}_{\nu, \beta}$ to be the Gaussian valuation extending $\nu$ to a valuation of $L$ with $\operatorname{ord}_{\nu, \beta}(x)=\beta$. In other words, for $f=\sum c_{i} x^{i} \in K[x]$ we have

$$
\operatorname{ord}_{\nu, \beta}(f)=\min _{i}\left\{\nu\left(c_{i}\right)+i \beta\right\}
$$

In the case $L / K$ of algebraic type, this is a valuation of $K(X)$ which we call it a pseudo-valuation of L (See Remark 2.5. (i)).

Theorem 4.3. Suppose $(L, \mu)$ is a valuation extending the divisorial valuation $(K, \nu)$. Assume that $\left\{U_{i} ; \beta_{i}\right\}_{i \leq \alpha}, \alpha \in \mathbf{N}$, is a weighted basis of $K[x]$ with respect to $(K, \nu)$ such that, with the notation of Definition 2.2, we have $\mu=\omega_{\alpha}$. Moreover, assume that $\nu$ is centered over the local ring $R \subset K$. Then:
(i) We have $\omega_{j}\left(U_{i+1}^{\ell}\right)=\left(\prod_{k=j}^{i} m_{k}\right) \cdot \ell \beta_{j}$, for $\ell \in \mathbf{N}$, and $j<i \leq \alpha$.
(ii) For $j<i \in \mathbf{N}$, the Izumi constant $c_{R[x]}\left(\omega_{i+1}, \omega_{j}\right)$ exists and we have $c_{R[x]}\left(\omega_{i+1}, \omega_{j}\right)=\frac{\beta_{i+1}}{\left(\prod_{k=j}^{2} m_{k}\right) \cdot \beta_{j}}$.
Proof. For (i): We prove it for the case $\ell=1$. The general case is similar. Notice that $U_{i}^{m_{i}}+U_{i}^{m_{i}-1} f_{i, m_{i}-1}+\cdots+U_{i} f_{i, 1}+f_{i, 0}$ is the $i$-adic expansion of $U_{i+1}$. We have $\operatorname{deg} U_{i+1}=\operatorname{deg} U_{i}^{m_{i}}$ and $\operatorname{deg} f_{i, j}<\operatorname{deg} U_{i}$. On the other hand, in the algorithm of getting the $(i-1)$-adic expansion of $U_{i+1}$ from its $i$-adic expansion, the degree considerations shows that $U_{i-1}^{m_{i-1} m_{i}}$, which is generated in the first step of the algorithm, never cancels in the process of the algorithm. In fact, this is the unique monomial of degree equal to $\operatorname{deg} U_{i+1}$ in the $(i-1)$-adic expansion of $U_{i+1}$. Thus, the monomial $U_{i-1}^{m_{i-1} m_{i}}$ appears in the $(i-1)$-adic expansion of $U_{i+1}$; It has the least $\tilde{\omega}_{i-1}$-weight (because it appears starting from the first step of the algorithm). By induction, we reach to the following: The monomial $U_{j}^{m_{j} \cdots m_{i}}$
appears in the $j$-adic expansion of $U_{i+1}$; It has the least $\tilde{\omega}_{j}$-weight. Thus, we have proved $\omega_{j}\left(U_{i+1}\right)=\left(\prod_{k=j}^{i} m_{k}\right) \beta_{j}$.

For (ii): First we prove the claim when $j=i$. Let us assume that $M=c_{a} \mathbf{U}_{[i+1]}^{a} \in$ $K\left[U_{1}, \ldots, U_{i+1}\right]$ is a monomial of adic form. Then $\omega_{i+1}(M)=\nu\left(c_{a}\right)+\sum_{j=1}^{i+1} a_{j} \beta_{j}$. Suppose $M_{1}, \ldots, M_{t}$ is the sequence of $i$-expansions of $M$ generated in the algorithm of getting $i$-adic expansion of $M$ from its $i+1$-adic expansion. We have $\tilde{\omega}_{i}\left(M_{1}\right)=\nu\left(c_{a}\right)+\sum_{j=1}^{i} a_{i} \beta_{i}+a_{i+1} m_{i} \beta_{i}$. Set $\lambda=\nu\left(c_{a}\right)+\sum_{j=1}^{i} a_{i} \beta_{i}$. On the other hand $\omega_{i}(M)=\tilde{\omega}_{i}\left(M_{t}\right) \geq \tilde{\omega}_{i}\left(M_{1}\right)$. Thus, we have

$$
\frac{\omega_{i+1}(M)}{\omega_{i}(M)} \leq \frac{\lambda+a_{i+1} \beta_{i+1}}{\lambda+m_{i} a_{i+1} \beta_{i}} \leq \frac{\beta_{i+1}}{m_{i} \beta_{i}}
$$

Now, assume that $f=\sum_{j} M_{j}$ is the $i+1$-adic expansion of an element $f \in R[x]$. Suppose that for $i_{0}$ we have $\omega_{i+1}(f)=\omega_{i+1}\left(M_{i_{0}}\right)$. Then we have

$$
\frac{\omega_{i+1}(f)}{\omega_{i}(f)} \leq \frac{\omega_{i+1}\left(M_{i_{0}}\right)}{\omega_{i}\left(M_{i_{0}}\right)} \leq \frac{\beta_{i+1}}{m_{i} \beta_{i}}
$$

This proves $c\left(\omega_{i+1}, \omega_{i}\right) \leq \frac{\beta_{i+1}}{m_{i} \beta_{i}}$. On the other hand, by (i) we have $\frac{\omega_{i+1}\left(U_{i+1}\right)}{\omega_{i}\left(U_{i+1}\right)}=\frac{\beta_{i+1}}{m_{i} \beta_{i}}$ which shows that $c\left(\omega_{i+1}, \omega_{i}\right) \geq \frac{\beta_{i+1}}{m_{i} \beta_{i}}$. Thus, we have $c\left(\omega_{i+1}, \omega_{i}\right)=\frac{\beta_{i+1}}{m_{i} \beta_{i}}$.

For the general case, using (13) and the case $j=i$, we have $c\left(\omega_{i+1}, \omega_{j}\right) \leq$ $\prod_{k=j}^{i} c\left(\omega_{k+1}, \omega_{k}\right) \leq \frac{\beta_{i+1}}{\left(\prod_{k=j}^{2} m_{k}\right) \cdot \beta_{j}}$. But (i) shows that $c\left(\omega_{i+1}, \omega_{j}\right) \geq \frac{\beta_{i+1}}{\left(\prod_{k=j}^{2} m_{k}\right) \cdot \beta_{j}}$. Hence, we have the equality.

Lemma 4.4. Suppose $\nu$ and $\nu^{\prime}$ are valuations of a field $K$ and both are centered on the ring $R$ such that the Izumi constant $c_{R}\left(\nu, \nu^{\prime}\right)$ exists. Then the Izumi constant $c_{R[x]}\left(\operatorname{ord}_{\nu, \beta}, \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\right)$ exists and we have:
(i) We have $c_{R[x]}\left(\operatorname{ord}_{\nu, \beta}, \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\right) \leq\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle c_{R}\left(\nu, \nu^{\prime}\right)$, where

$$
\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle= \begin{cases}\frac{\beta}{\beta^{\prime}} & \text { when } \beta>\beta^{\prime}  \tag{14}\\ 1 & \text { otherwise }\end{cases}
$$

(ii) Suppose $(K, \nu) \subset(L, \mu)$ then $c_{R[x]}\left(\operatorname{ord}_{\nu, \beta}, \mu\right) \leq\left\langle\frac{\beta}{\mu(x)}\right\rangle$.

Proof. For (i): If $M=c x^{\ell} \in R[x]$ is a monomial then one can easily check that $\operatorname{ord}_{\nu, \beta}(M) \leq\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle c\left(\nu, \nu^{\prime}\right) \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}(M)$. Now, assume that $f=\sum_{i} M_{i} \in R[x]$. Suppose that $\operatorname{ord}_{\nu, \beta}(f)=\operatorname{ord}_{\nu, \beta}\left(M_{0}\right)$ and $\operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}(f)=\operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\left(M_{1}\right)$. Then we have

$$
\operatorname{ord}_{\nu, \beta}(f)=\operatorname{ord}_{\nu, \beta}\left(M_{0}\right) \leq \operatorname{ord}_{\nu, \beta}\left(M_{1}\right) \leq\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle c\left(\nu, \nu^{\prime}\right) \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\left(M_{1}\right),
$$

which shows that $\operatorname{ord}_{\nu, \beta}(f) \leq\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle c\left(\nu, \nu^{\prime}\right) \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}(f)$.
For (ii): Set $\mu(x)=\beta^{\prime}$. It is clear that $c\left(\operatorname{ord}_{\nu, \beta^{\prime}}, \mu\right)=1$. By (i) and Remark 4.1(ii) we have

$$
c\left(\operatorname{ord}_{\nu, \beta}, \mu\right) \leq c\left(\operatorname{ord}_{\nu, \beta}, \operatorname{ord}_{\nu, \beta^{\prime}}\right) c\left(\operatorname{ord}_{\nu, \beta^{\prime}}, \mu\right) \leq\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle
$$

Theorem 4.5. Suppose that $\mu$ and $\mu^{\prime}$ are two divisorial valuations of the field $L=K(x)$. Suppose $\left\{U_{i} ; \beta_{i}\right\}_{i=1}^{n}$, where $n \in \mathbf{N}$ is a weighted basis of $K[x]$ such that $\omega_{n}=\mu$. Assume that $\mu_{\left.\right|_{K}}=\nu, \mu_{\left.\right|_{K}}^{\prime}=\nu^{\prime}$, and $\nu$ and $\nu^{\prime}$ are both centered over
a ring $R$, and both $\mu$ and $\mu^{\prime}$ are centered over the ring $R[x]$. Moreover, suppose $c_{R}\left(\nu, \nu^{\prime}\right) \in \mathbf{R}^{+}$exists. Then $c_{R[x]}\left(\mu, \mu^{\prime}\right)$ exists and we have

$$
c_{R[x]}\left(\mu, \mu^{\prime}\right) \leq \max \left\{\frac{1}{\mu(x)}, \frac{1}{\mu^{\prime}(x)}\right\} c_{R}\left(\nu, \nu^{\prime}\right) \frac{\mu\left(U_{n}\right)}{\operatorname{deg} U_{n}} .
$$

Proof. Set $\beta=\mu(x)$ and $\beta^{\prime}=\mu^{\prime}(x)$. By (iii) of Theorem 4.3 and Lemma 4.4 the three Izumi constants $c_{R[x]}\left(\mu, \operatorname{ord}_{\nu, \beta}\right), c_{R[x]}\left(\operatorname{ord}_{\nu, \beta}, \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\right)$, and $c_{R[x]}\left(\operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}, \mu^{\prime}\right)$ exist. So, by Remark 4.1](ii) the Izumi constant $c_{R[x]}\left(\mu, \mu^{\prime}\right)$ exists and we have

$$
\begin{aligned}
c\left(\mu, \mu^{\prime}\right) & \leq c\left(\mu, \operatorname{ord}_{\nu, \beta}\right) c\left(\operatorname{ord}_{\nu, \beta}, \operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}\right) c\left(\operatorname{ord}_{\nu^{\prime}, \beta^{\prime}}, \mu^{\prime}\right) \\
& \leq \frac{\mu\left(U_{n}\right)}{\operatorname{deg} U_{n} \cdot \beta}\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle c\left(\nu, \nu^{\prime}\right)
\end{aligned}
$$

Now it is sufficient to note that $\left\langle\frac{\beta}{\beta^{\prime}}\right\rangle \frac{1}{\beta}=\max \left\{\frac{1}{\mu(x)}, \frac{1}{\mu^{\prime}(x)}\right\}$.
Proof of Theorem 1.1, By Corollary 3.3 we can assume that $R$ is complete. By Cohen's structure theorem we have $R \cong k\left[\left[X_{1}, \ldots, X_{n}\right]\right] / I$. We prove the result by induction on $n$. Set $S=k\left[\left[X_{1}, \ldots, X_{n-1}\right]\right] /\left(I \cap k\left[\left[X_{1}, \ldots, X_{n-1}\right]\right]\right)$. First, notice that if $I=\left\langle f_{i}\right\rangle_{i=0, \ldots, d}$, after a polynomial change of coordinates (if necessary), we can assume that $f_{i}\left(0, \ldots, 0, X_{n}\right) \neq 0$ for any $i \leq d$. Now, by Weirestrass' preparation, we can assume that $f_{i} \in k\left[\left[X_{1}, \ldots, X_{n-1}\right]\right]\left[X_{n}\right]$. This shows that $R \cong$ $\left.\left(S\left[X_{n}\right] \widehat{/(I \cap} S\left[X_{n}\right]\right)\right)$, where the completion is taken with respect to the maximal ideal of the origin. Set $R_{1}=S\left[X_{n}\right] /\left(I \cap S\left[X_{n}\right]\right)$. By Corollary 3.3, to show that $c_{R}\left(\mu, \mu^{\prime}\right)$ exists, it is sufficient to show that $c_{R_{1}}\left(\left.\mu\right|_{R_{1}},\left.\mu^{\prime}\right|_{R_{1}}\right)$ exists (In fact, by the same corollary we have $\left.c_{R}\left(\mu, \mu^{\prime}\right)=c_{R_{1}}\left(\left.\mu\right|_{R_{1}},\left.\mu^{\prime}\right|_{R_{1}}\right)\right)$. But, by the induction hypothesis the Izumi constant $c_{S}\left(\left.\mu\right|_{S},\left.\mu^{\prime}\right|_{S}\right)$ exists. So, by Theorem4.5 the Izumi constant $c_{R_{1}}\left(\left.\mu\right|_{R_{1}},\left.\mu^{\prime}\right|_{R_{1}}\right)$ exists.
Remark 4.6. Instead of considering $\mathbf{R}$ as the totally ordered group that contains all the value groups of divisorial valuations, one can fix a copy of $\mathbf{Z}$ as the value group of all valuations (this is the assumption of [5). In this situation, as $\mu(x) \geq 1$ for any $(L, \mu)$, we can make the bound of $c_{R[x]}\left(\mu, \mu^{\prime}\right)$ sharper; This bound does not depend on $\mu^{\prime}$. In this case $c_{R[x]}\left(\mu, \mu^{\prime}\right) \leq c_{R}\left(\nu, \nu^{\prime}\right) \frac{\mu\left(U_{n}\right)}{\operatorname{deg} U_{n}}$.
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