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Abstract. The main result of this paper is that in order to prove the local

uniformization theorem for local rings it is enough to prove it for rank one

valuations. Our proof does not depend on the nature of the class of local rings

for which we want to prove local uniformization. We prove also the reductions

for different versions of the local uniformization theorem.

1. Introduction

Zariski’s idea to solve the resolution of singularities problem for an algebraic

variety was to prove local uniformization for all valuations and use the quasi-

compactness of the Zariski space to glue the solutions together and construct a

global resolution. In [16] he achieved local uniformization for valuations of any

field of characteristic zero. Then in [17] he achieved the glueing of these solutions

for particular cases. In 1964, Hironaka proved in his celebrated paper [8], that

resolution of singularities can be obtained for algebraic varieties over a field of

characteristic zero, without using the local approach via valuation theory.

Since then many results were obtained towards resolution of singularities and

local uniformization in the positive characteristic case, but local uniformization

in arbitrary dimension and characteristic remains an open problem. Abhyankar

proved in [1] that local uniformization can be done for algebraic surfaces in any

characteristic and used this fact to prove resolution of singularities for surfaces (see

[2] and [4]). He also proved local uniformization (and resolution of singularities) for

threefolds over fields of characteristic other than 2, 3 and 5 [3]. Cossart and Piltant

proved in [6] resolution of singularities (and in particular, local uniformization) for

algebraic varieties of dimension three. Another important case is the one proved

by Knaf and F.-V. Kuhlmann in [10], namely that all Abhyankar valuations admit

local uniformization.

Another approach to local uniformization is by alteration of the algebraic func-

tion field of the given variety. In this sense, De Jong proved in [9] that resolution of

singularities can be obtained after a finite extension of the function field. Knaf and

F.-V. Kuhlmann refined in [11] this result for local uniformization, proving that
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this extension can be taken as being separable or a Galois extension. Also, Temkin

proved in [14] that this extension can be chosen as being purely inseparable.

To prove local uniformization it is convenient to work with rank one valuations.

This is because, for instance, complete valued fields of rank one are henselian but

this is not true, in general, for higher rank valuations. A natural way to handle

local uniformization is to reduce the problem to rank one valuations. In this paper,

we prove this reduction. Our main results are Theorems 1.1, 1.2 and 1.3 below.

Roughly speaking, the local uniformization problem asks whether for every val-

uation ν : K× −→ Γ centered at (R,m) we can find another local ring
(
R(1),m(1)

)
,

birationally dominating (R,m), with R(1) ⊆ Oν ⊆ K = Quot(R) such that R(1)

is regular. Precise definitions of the three different types of local uniformization

that we consider are given in §2.3 below. Let N be the category of all Noetherian

local rings and let M ⊆ N be a subcategory of N which is closed under tak-

ing homomorphic images, finitely generated birational extensions and localizations.

Grothendieck conjectured that the subcategory which optimizes local uniformiza-

tion and resolution of singularities is the category of all quasi-excellent local rings.

Our proofs do not depend of the nature of the category M.

Theorem 1.1. Assume that for every Noetherian local ring (R,m) in M, every

rank one valuation centered in (R,m) admits local uniformization. Then all the

valuations centered in members of M admit local uniformization.

A stronger version of local uniformization, called weak embedded local uni-

formization problem, is whether for every given finite subset Z of R we can find a

regular local ring (R(1),m(1)), birationally dominating (R,m) and dominated by Oν ,

and a regular system of parameters u = (u1, . . . , ud) of R(1) such that all elements

of Z are monomials in u.

Theorem 1.2. Assume that for every Noetherian local ring (R,m) in M, every

rank one valuation centered in (R,m) admits weak embedded local uniformization.

Then all the valuations centered in members of M admit weak embedded local

uniformization.

We order the elements of the set Z above by their values, i.e., Z = {f1, . . . , fq}
such that ν(f1) ≤ . . . ≤ ν(fq). Another version of the local uniformization problem

is whether we can find a regular local ring with regular system of parameters u as

before such that the elements fi are monomials in u and moreover f1 |R(1) . . . |R(1)

fq. This version is called embedded local uniformization.

Theorem 1.3. Assume that for every Noetherian local ring (R,m) in M, every

rank one valuation centered in (R,m) admits embedded local lniformization. Then

all the valuations centered in members ofM admit embedded local uniformization.

After de Jong’s celebrated work on alterations, many mathematicians have been

trying to extend his results to more general settings. A possible extension is to prove

that resolution of singularities can be obtained in a purely inseparable extension of
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the function field. Temkin proved the local form of this extension, i.e., he proved

“inseparable local uniformization”. To prove that, he first proved that rank one

valuations admit inseparable local uniformization and then proved the reduction of

the general case to the rank one case. We can deduce this reduction from Theorem

1.1, namely we proved:

Theorem 1.4. Let k be a fixed field of characteristic p > 0. Assume that for

every local k-algebra R essentially of finite type over k and for every rank one

valuation ν centered at R and trivial on k the pair (R, ν) admits inseparable local

uniformization. Then every valuation centered at any k-algebra essentially of finite

type over k and trivial on k admits inseparable local uniformization.

Our proof of Theorem 1.4 is particularly important because it only uses basic

tools of valuation theory and commutative algebra.

2. Preliminaries

We will assume that the reader is familiar with basic facts about valuations and

will use them without further reference. For general valuation theory we recommend

[12], [7] and [19] and for basic commutative algebra we suggest [5].

2.1. Decomposition of a valuation. Let ν : K× −→ Γ be a valuation of the field

K. We denote by Oν its valuation ring and by mν its maximal ideal. We define the

value group νK of ν as the subgroup of Γ generated by {νa | a ∈ K×}, the residue

field associated to ν as the field Kν := Oν/mν and the place Pν associated with ν

as
Pν : K −→ Kν ∪ {∞}

a 7−→

{
a+ mν if a ∈ Oν
∞ otherwise

.

Also, given a place P : K −→ k ∪ {∞} we can define the valuation

νP : K× −→ K×/O×P
a 7−→ aO×P

associated to P where OP := P−1(k) is the valuation ring of P .

Take ∆ a convex subgroup of Γ and let

π∆ : Γ −→ Γ/∆

be the canonical epimorphism of Γ onto the quotient group Γ/∆. Then the function

ν∆ = π∆ ◦ ν

is a valuation of K whose valuation ring Oν∆ contains Oν . The valuation ν induces

a valuation ν∆ : K×ν∆
−→ ∆ by setting

ν∆(a+ mν∆) = ν(a)

for all a ∈ Oν \mν .
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Consider the places P∆ and P∆ associated to ν∆ and ν∆, respectively, and let

P∆ ◦ P∆ be the composition of P∆ and P∆ as functions, i.e.

P∆ ◦ P∆ : K −→ Kν ∪ {∞}

a 7−→

{
(aP∆)P∆ if a ∈ Oν∆

∞ otherwise
.

Then P∆ ◦ P∆ is a place of K and we can consider the valuation ν∆ ◦ ν∆ in K

as the valuation associated to P∆ ◦ P∆. It is easy to see that the valuation rings

of ν and ν∆ ◦ ν∆ are the same, and consequently these valuations are equivalent.

Since we are considering classes of valuations we will say that ν = ν∆ ◦ ν∆ and we

will say that this is the decomposition of ν associated to ∆.

Definition 2.1. Let (R,m) be a Noetherian local ring and K = Quot(R). Given

a valuation ν : K× −→ Γ we say that ν is centered at (R,m) if R ⊆ Oν and

m = R ∩mν . If

R ⊆ Oν ⊆ K = Quot(R)

is a ring (not necessarily local) we say that p = R ∩mν is the center of ν in R.

Let ν be a valuation of K = Quot(R) centered at the local ring (R,m). If

ν = ν1 ◦ ν2 then ν1 has a center p = mν1 ∩ R which is a subset of m. Define now

the subgroup ∆ ⊆ νK as the convex hull of

{ν(x) | ν1(x) = 0}

in νK. Then the valuations ν1 and ν2 are equivalent to ν∆ and ν∆ respectively. In

particular, for any element x ∈ m \ p we have ν(y) > ν(x) for all y ∈ p.

Definition 2.2. Let R be a ring and let p be a prime ideal of R. Then the field

κ(p) := Rp/pRp

is called the residue field of p.

Lemma 2.3. Let ν = ν1 ◦ ν2 be a valuation of K = Quot(R) centered at the local

domain (R,m). If p ⊆ m is the center of ν1 in R then κ(p) embeds naturally in Kν1

and the restriction of ν2 to κ(p) is centered at (R/p,m/p).

Proof. It is easy to see that Rp ⊆ Oν1 and that pRp = Rp ∩mν1 . Therefore,

κ(p) = Rp/pRp ↪→ Oν1/mν1 = Kν1 .

On the other hand, κ(p) = Quot(R/p) so it remains to show that mν2 ∩ R/p =

m/p. We will prove this equality by proving that an element a ∈ R belongs to its

left hand side if and only if it belongs to the right hand side. Take an element

a ∈ R. If a ∈ p then a+ p = 0 + p ∈ m/p ∩ (mν2
∩R/p), so we assume that a /∈ p.

In this case, ν2(a+ p) = ν(a) and we have

a+ p ∈ m/p⇐⇒ a ∈ m⇐⇒ ν(a) > 0⇐⇒ ν2(a+ p) > 0⇐⇒ a+ p ∈ mν2
.

�
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Remark 2.4. Let p∆ = mν1 ∩ Oν . Applying the above Lemma to the local ring

R = Oν , we see that there is a natural surjective homomorphism Φ∆ : Oν → Oν2
,

whose kernel is p∆.

Lemma 2.5. (1): Let

(1) R ↪→ R′

be an injective homomorphism of domains, having a common field of frac-

tions K. Let ν be a valuation of K such that R′ ⊂ Oν . Let m denote the

center of ν in R, and m′ the center of ν in R′. Then

(2) Rm ⊂ R′m′

(viewed as subrings of K).

(2): Let S ⊂ R be a multiplicative subset, such that

(3) S ∩m = ∅.

Assume that R′ = RS . Then the inclusion (2) is, in fact, an equality.

Proof. (1): The inclusion (1) induces the inclusion

(4) R \m ⊂ R′ \m′.

The desired inclusion (2) follows immediately from (1) and (4).

(2): The assumption (3) implies that R′ = RS ⊂ Rm. Then

(5) R′m′ ⊂ Rm

by the first part of the Lemma, and the result follows.

�

2.2. Regularity of a ring. Given a local Noetherian ring (R,m, k) (not necessarily

equi-characteristic) we define the dimension of R, denoted by dimR, as the Krull

dimension of R, i.e., the maximum length of chains of prime ideals in R. For

convenience, we will sometimes write only R or (R,m) for (R,m, k).

Remark 2.6 (Theorem 11.14 of [5]). The dimension of (R,m) is equal to the

minimal number of generators of an m-primary ideal.

Let (R,m) be a Noetherian local ring and let u1, . . . , ud ∈ m. We say that

u = (u1, . . . , ud)

is a system of parameters of R (or of m) if u1, . . . , ud generate an m-primary

ideal. An element f ∈ R is said to be a monomial in u if there exists

γ :=
(
γ(1), . . . , γ(d)

)
∈ (N ∪ {0})d

and c ∈ R× such that

f = cuγ := c

d∏
i=1

uγ
(i)

i .
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In this case we define |γ| :=
d∑
i=1

γ(i).

Remark 2.7. We will say sometimes “the local ring (R, u)” meaning that R is

a local ring with maximal ideal m such that u = (u1, . . . , ud) is a fixed set of

generators of m.

The local ring R is said to be regular if m can be generated by dimR many

elements. In this case, a set of generators (u1, . . . , ud) of m such that d = dimR is

called a regular system of parameters of R.

Definition 2.8. Let (R,m) be a Noetherian local domain with quotient field K

and ν be a valuation of K centered at R. A local blowing up of (R,m) with

respect to ν a local ring homomorphism

π : (R,m) −→
(
R(1),m(1)

)
of the following form: take elements ai, bi ∈ R, i = 1, . . . , r such that ν (bi) ≤ ν (ai)

for all i = 1, . . . , r and let

R′ = R

[
a1

b1
, . . . ,

ar
br

]
and m′ = mν ∩R′.

The local ring
(
R(1),m(1)

)
is the localization of R′ with respect to the prime ideal

m′, that is,

R(1) = R′m′ =

{
x

y
∈ K

∣∣∣∣ y /∈ m′
}

and m(1) = m′R′m′ .

The local blowing up now is the natural inclusion π : R −→ R(1). We will say that

the local blowing up π is simple if r = 1, i.e., R(1) = R
[a
b

]
m′

.

Lemma 2.9. Every local blowing up can be decomposed as a finite sequence of

simple local blowing ups, i.e., given a local blowing up

π : R −→ R

[
a1

b1
, . . . ,

ar
br

]
m′

we can find a finite sequence of simple local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(r),m(r)

)
such that R(r) = R

[
a1

b1
, . . . ,

ar
br

]
m′

and π is the composition of the simple local

blowing ups πi : R(i−1) −→ R(i) (where we set R(0) := R).

Proof. Define the rings

R′(k) = R

[
a1

b1
, . . . ,

ak
bk

]
R
[
a1
b1
,...,

ak
bk

]
∩mν

, 1 ≤ k ≤ r,
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and let us define R(k) inductively by setting R(0) = R and

R(k) = R(k−1)

[
ak
bk

]
R(k−1)

[
ak
bk

]
∩mν

, 1 ≤ k ≤ r.

The inclusions πk : R(k−1) −→ R(k) are all simple local blowing ups, so we just

have to prove that R(r) = R′(r) and we will have π = πr ◦ . . . ◦ π1 because all the

πk are inclusions. We will prove by induction that R(k) = R′(k) for all k = 1, . . . , r

and we will be done.

By definition, R(1) = R′(1) so assume that k > 1 and that

(6) R(k−1) = R′(k−1).

Let us prove that R(k) = R′(k). The inclusion R′(k) ⊆ R(k) is trivial so it remains

to prove that

(7) R(k) ⊆ R′(k).

To prove (7), first note that R′(k−1) ⊂ R′(k), hence R(k−1) ⊂ R′(k) by (6). We have
ak
bk
∈ R′(k) by definition, so

(8) R(k−1)

[
ak
bk

]
⊂ R′(k).

Now (7) is given by Lemma 2.5 (1). This completes the proof of the Lemma. �

Lemma 2.10. Let (R,m) be a Noetherian local domain and ν a valuation on

K = Quot(R) which is centered at (R,m). Take an ideal I of R and elements

u1, . . . , ud ∈ I which generate I. Assume that ν(ui1) = ν(ui2) ≤ ν(ui) for 1 ≤ i ≤ d
and let

R′ = R

[
u1

ui1
, . . . ,

ud
ui1

]
and R′′ = R

[
u1

ui2
, . . . ,

ud
ui2

]
.

Also, consider the prime ideals m′ = R′ ∩mν ⊆ R′ and m′′ = R′′ ∩mν ⊆ R′′. Then

R′m′ = R′′m′′ .

Proof. We may assume, without loss of generality, that i1 = 1 and i2 = 2. Since

ν

(
u2

u1

)
= ν(u1)− ν(u2) = 0

we have
u2

u1
∈ R′′m′′ . Hence for every i ∈ {1, . . . , d} we have

ui
u1

=
ui
u2

u2

u1
∈ R′′m′′ .

Then

(9) R′ ⊂ R′′m′′ .

From (9) and Lemma 2.5 (1) we obtain

R′m′ ⊂ R′′m′′ .

The opposite inclusion is analogous. �
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Take now an ideal I of R and let u0 ∈ I be an element such that ν(u0) ≤ ν(α) for

all α ∈ I. Complete u0 to sets {u0, u1, . . . , uq} and {u0, u
′
1, . . . , u

′
q′} of generators

of I. It is easy to see that

R

[
u1

u0
, . . . ,

uq
u0

]
= R

[
u′1
u0
, . . . ,

u′q′

u0

]
=: R′.

This, together with Lemma 2.10 above, guarantees that given an ideal I of R the

local blowing up

R −→ R′R′∩mν

is uniquely determined by I and is independent of the particular set of generators

{u0, u1, . . . , uq}.

Definition 2.11. The local blowing up described above is said to be the local

blowing up of (R,m) with respect to ν along I.

We will now prove a few Lemmas which will be essential in the proofs of our

main results. From here until the end of this section we will assume that (R,m)

is a Noetherian local ring and ν a valuation of K = Quot(R) centered at (R,m).

Also, assume that ν can be decomposed as ν = ν1 ◦ ν2 and write p = R ∩ mν1
for

the center of ν1 in R.

Lemma 2.12. Let

π̃ : Rp −→ R̃ = Rp

[a
b

]
p̃

be a simple local blowing up with respect to ν1, where p̃ = mν1 ∩ Rp

[a
b

]
, and

assume that ν(a) ≥ ν(b). Consider the sequence of local blowing ups

R −→ R(1) = R [a, b]m′ −→ R(2) = R(1)
[a
b

]
m′′

with respect to ν, where m′ = mν ∩ R [a, b] and m′′ = mν ∩ R(1)
[a
b

]
. If p(2) is the

center of ν1 in R(2) then R
(2)

p(2) = R̃.

Proof. Let p(1), p
(1)
0 denote the centers of ν1 in R(1) and in R[a, b], respectively. We

have a, b ∈ Rp by definition, so R [a, b] ⊂ Rp and

(10) R[a, b]
p

(1)
0
⊂ Rp

by Lemma 2.5 (1). Since p
(1)
0 ⊂ m′, we have

(11) R
(1)

p(1) = R[a, b]
p

(1)
0

by Lemma 2.5 (2). Combining (10) and (11), we obtain

(12) R
(1)

p(1) ⊂ Rp.

Now, from the natural inclusion R ⊂ R(2) we have Rp ⊂ R
(2)

p(2) by Lemma 2.5 (1).

Since
a

b
∈ R(2)

p(2) by definition, we obtain Rp

[a
b

]
⊂ R(2)

p(2) , so

(13) R̃ ⊂ R(2)

p(2)
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by Lemma 2.5 (1). For the opposite inclusion, Let p
(2)
0 denote the center of ν1 in

R(1)
[a
b

]
. Since p

(2)
0 ⊂ m′′, we have

(14) R(1)
[a
b

]
p

(2)
0

= R
(2)

p(2)

by Lemma 2.5 (2). We have R(1) ⊂ Rp ⊂ R̃ by (12) and
a

b
∈ R̃ by definition, so

R(1)
[a
b

]
⊂ R̃.

Hence

(15) R(1)
[a
b

]
p

(2)
0

⊂ R̃

by Lemma 2.5 (1). Combining (15) with (14), we obtain

(16) R
(2)

p(2) ⊂ R̃.

This completes the proof. �

If in the Lemma above we had ν(a) < ν(b), then we would have ν1(a) = ν1(b).

Indeed, since ν(a) < ν(b) we get

b

a
∈ mν ⊆ Oν ⊆ Oν1

which guarantees that ν1(b) ≤ ν1(a). By definition of a local blowing up we have

that ν1(a) ≤ ν1(b), so ν1(a) = ν1(b). From Lemma 2.10 we conclude that R̃ =

R

[
b

a

]
p̃′

where p̃′ = mν1
∩R

[
b

a

]
. Consider now the sequence of local blowing ups

R −→ R(1) = R[a, b]m′ −→ R(1)

[
b

a

]
m′′

with respect to ν, where m′ = mν ∩ R[a, b] and m′′ = mν ∩ R(1)

[
b

a

]
and let

p(2) = mν1
∩R(2). By the previous Lemma we conclude again that R̃ = R

(2)

p(2) . We

have then proved the following Corollary.

Corollary 2.13. For every simple local blowing up of Rp

Rp −→ R̃

with respect to ν1 there exists a sequence of local blowing ups of R

R −→ R(1) −→ R(2)

with respect to ν such that R̃ = R
(2)

p(2) , where p(2) is the center of ν1 in R(2).

Corollary 2.14. Let

(17) Rp −→ R̃(1) −→ · · · −→ R̃(r)

be a sequence of local blowing ups with respect to ν1. Then there exists a sequence

of local blowing ups

R −→ R(1) −→ · · · −→ R(n)
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with respect to ν such that R
(n)

p(n) = R̃(r), where p(n) is the center mν1
∩R(n) of ν1

in R(n). In particular, if R̃(r) is regular then R
(n)

p(n) is regular.

Proof. From Lemma 2.9 we may assume that every local blowing up in the sequence

(17) is simple. Applying Corollary 2.13 to each of these simple local blowing ups

and using induction on r, we get the desired sequence. �

We will now prove some facts about ν2. Let

φ : R/p −→ R

be an isomorphism of local rings and denote φ(a+ p) by a. Let ν2 = ν2 ◦ φ−1 and

take elements a, b ∈ R \ p such that ν(a) = ν2(a) ≥ ν2(b) = ν(b). Consider the

rings

R′ = R
[a
b

]
and R

′
= R

[
a

b

]
and the ideals m′ = R′ ∩mν and m′ = R

′ ∩mν2 . Let

R(1) = R′m′ and R
(1)

= R
′
m′

and p(1) = R′m′ ∩mν1
.

Lemma 2.15. In the above situation we have R
(1) ∼= R(1)/p(1) and Rp = R

(1)

p(1) .

Proof. To prove that Rp = R
(1)

p(1) it is enough to prove that

(18) Rp ⊇ R(1)

p(1)

because Rp ⊆ R
(1)

p(1) is trivial. To prove (18), note that b /∈ p by definition, hence
a

b
∈ Rp, so R

[a
b

]
⊂ Rp. Now the inclusion (18) follows from Lemma 2.5 (1).

To prove the first statement of the Lemma, first note that we have a natural

surjective homomorphism R → R. We extend it to a surjective homomorphism

Φ : R′ → R
′

by sending
a

b
to

a

b
. We have Φ(m′) = m′ and Φ(R′ \ m′) = R

′ \ m′,

hence Φ extends to a surjective homomorphism R(1) −→ R
(1)

of localizations. By

abuse of notation, we denote this new homomorphism also by Φ.

It remains to show that ker(Φ) = p(1). By definitions, we have injective local

homomorphisms R(1) ↪→ Oν and R
(1)

↪→ Oν2
, and the homomorphism Φ is nothing

but the restriction to R(1) of the homomorphism Φ∆ of Remark 2.4. Hence

ker(Φ) = ker(Φ∆) ∩R(1) = p∆ ∩R(1) = (mν1
∩ Oν) ∩R(1) = mν1

∩R(1) = p(1),

as desired. �

Definition 2.16. The simple local blowing up

π : R −→ R
[a
b

]
m′

constructed in the Lemma above is called the lifting of the simple local blowing

up π from R/p to R.
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Corollary 2.17. Take a sequence of local blowing ups

(R/p,m/p) −→
(
R

(1)
,m(1)

)
−→ · · · −→

(
R

(r)
,m(r)

)
,

with respect to ν2. Then there exists a sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(n),m(n)

)
,

with respect to ν such that R
(n)

p(n) = Rp and R(n)/p(n) ∼= R
(r)

, where p(n) = R(n) ∩

mν1 . In particular, if Rp and R
(r)

are regular, then so are R
(n)

p(n) and R(n)/p(n).

Proof. Since every local blowing up can be decomposed as a finite sequence of

simple local blowing ups (see Lemma 2.9), we may assume that all local blowing

ups in the sequence(
R,m

)
−→

(
R

(1)
,m(1)

)
−→ · · · −→

(
R

(r)
,m(r)

)
are simple. We will prove by induction on k, 1 ≤ k ≤ r that we can lift the simple

local blowing up

πk : R
(k−1) −→ R

(k)(
R

(0)
:= R/p

)
to a simple local blowing up

πk : R(k−1) −→ R(k)(
R(0) := R

)
with respect to ν such that R

(k)

p(k) = Rp and R
(k) ∼= R(k)/p(k). For k = 1

we apply Lemma 2.12 with R = R and R = R/p. Suppose now that k > 1 and that

R
(k−1)

p(k−1) = Rp and R
(k−1) ∼= R(k−1)/p(k−1). Applying Lemma 2.12 to R = R(k−1)

and R = R
(k−1)

, we get R
(k)

p(k) = R
(k−1)

p(k−1) = Rp and R
(k) ∼= R(k)/p(k). Therefore,

R
(r)

p(r) = Rp and R(r)/p(r) ∼= R
(r)

, as desired. �

We will now assume that both Rp and R/p are regular and will study the effects

of blowing up R with respect to ν.

Lemma 2.18. Let R be a domain and p a prime ideal of R such that Rp is regular.

Then there exist y1, . . . , yr ∈ p that form a regular system of parameters for Rp.

Proof. Since Rp is regular, there exist ỹ1, . . . , ỹr ∈ pRp which form a regular system

of parameters for Rp. By definition of pRp, there exist βi /∈ p and yi ∈ p such that

ỹi =
yi
βi
, 1 ≤ i ≤ r.

Then βi is a unit in Rp and therefore (ỹ1, . . . , ỹr)Rp = (y1, . . . , yr)Rp. �

Lemma 2.19. Assume that Rp and R/p are regular, take y1, . . . , yr ∈ p which

form a regular system of parameters for Rp and x1, . . . , xt ∈ m \ p such that (x1 +

p, . . . , xt + p) form a regular system of parameters for R/p. Fix a ∈ m \ p and let

π : R −→ R(1)



12 JOSNEI NOVACOSKI AND MARK SPIVAKOVSKY

be the local blowing up ofR with respect to ν along the ideal (a, y1, . . . , yr, yr+1, . . . , yr+s)

for some yr+1, . . . , yr+s ∈ p. Let

y
(1)
1 =

y1

a
, . . . , y(1)

r =
yr
a

and p(1) = mν1
∩R(1). Then we have:

(i): R(1)/p(1) is regular and
(
x1 + p(1), . . . , xt + p(1)

)
is a regular system of

parameters for R(1)/p(1) and

(ii): R
(1)

p(1) is regular and
(
y

(1)
1 , . . . , y

(1)
r

)
is a regular system of parameters for

R
(1)

p(1) .

Proof. (i): We want to prove first that R(1)/p(1) ∼= R/p. Let i : R −→
R(1) be the natural inclusion and π : R(1) −→ R(1)/p(1) be the canonical

epimorphism. Consider the mapping φ = π ◦ i. We have to prove that

φ is surjective and that kerφ = p. Take an element
p

q
∈ R(1), so p, q ∈

R
[y1

a
, . . . ,

yr+s
a

]
and ν(q) = 0. Write

p = p0 + p1 and q = q0 + q1

where p0, q0 ∈ R and

p1 =
y1

a
p1 + . . .+

yr+s
a

pr+s and q1 =
y1

a
q1 + . . .+

yr+s
a

qr+s

for some pi, qi ∈ R
[y1

a
, . . . ,

yr+s
a

]
. Since ν1

(yi
a

)
= ν1(yi) − ν1(a) > 0 we

have ν1 (p1) > 0 and ν1 (q1) > 0, in particular ν (p1) > 0 and ν (q1) > 0.

Since ν(q1) > 0 and ν(q) = 0 we have

ν(q0) = ν(q + q0 − q) = ν(q − q1) = 0

and since ν is centered at (R,m) we have
1

q0
∈ R, and consequently

p0

q0
∈ R.

Also,
p

q
=
p0 + p1

q0 + q1
=
p0

q0
+
p1q0 − p0q1

q0q
=:

p0

q0
+ p(1).

Since ν(q) = 0 = ν(q0) we have ν(q0q) = 0 so p(1) ∈ R(1). On the other

hand,

ν1(p1q0 − p0q1) ≥ min{ν1(p1q0), ν1(p0q1)} > 0

and we have r(1) ∈ p(1). Therefore,

p

q
+ p(1) =

p0

q0
+ p(1) = φ

(
p0

q0

)
so φ is surjective. The fact that kerφ = p is trivial because p = R ∩ p(1).

Therefore, R(1)/p(1) ∼= R/p.

Since R(1)/p(1) ∼= R/p then R(1)/p(1) is regular and the images

x1 + p(1), . . . , xt + p(1) ∈ R(1)/p(1)

of x1 + p, . . . , xt + p ∈ R/p under φ form a regular system of parameters

for m(1)/p(1).
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(ii): Proving that Rp = R
(1)

p(1) is similar to the proof of Lemma 2.12. Namely,

the inclusion Rp ⊂ R(1)

p(1) is obvious and the opposite inclusion follows from

Lemma 2.5 (1), since
yi
a
∈ Rp.

Since ν1(a) = 0 the element a is a unit in R
(1)

p(1) . From this and from the

fact that (y1, . . . , yr) is a regular system of parameters for Rp we conclude

that
(
y

(1)
1 , . . . , y

(1)
r

)
=
(y1

a
, . . . ,

yr
a

)
is a regular system of parameters for

R
(1)

p(1) .

�

2.3. The local uniformization problem. We will now give the different defi-

nitions of local uniformization for a valuation centered in some Noetherian local

ring.

Definition 2.20 (Local Uniformization Property). Let (R,m) be a Noetherian

local ring and ν a valuation of K = Quot(R) centered at (R,m). We say that ν

admits local uniformization (or that ν has the local uniformization property)

if there exists a sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(n),m(n)

)
with respect to ν such that

(
R(n),m(n)

)
is regular.

Definition 2.21 (Weak Embedded Local Uniformization Property). Let

(R,m) be a Noetherian local ring with quotient field K and take a valuation ν of K

centered at (R,m). We say that ν admits weak embedded local uniformization

if for every given f1, . . . , fq ∈ R there exists a sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(n),m(n)

)
with respect to ν such that

(
R(n),m(n)

)
is regular and there exists a regular system

of parameters u = (u1, . . . , ud) of R(n) such that fi are monomials in u for 1 ≤ i ≤ q.

Definition 2.22 (Embedded Local Uniformization Property). Let (R,m) be

a Noetherian local ring with quotient field K and take a valuation ν of K centered

at (R,m). We say that ν admits embedded local uniformization if for every

given finite set f1, . . . , fq ∈ R with ν (f1) ≤ ν (f2) ≤ . . . ≤ ν (fq) there exists a

sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(n),m(n)

)
with respect to ν such that

(
R(n),m(n)

)
is regular and there is a regular system

of parameters u = (u1, . . . , ud) of R(n) such that all fi’s are monomials in u and

f1 | f2 | . . . | fq.
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2.4. Inseparable local uniformization.

Lemma 2.23. Let (R,m) be a local ring of characteristic p > 0 and take an element

a in some extension of Quot(R) such that ap
r ∈ R. If ap

r ∈ m then R[a] is a local

ring (with unique maximal ideal being the ideal generated by m and a).

Proof. It is enough to show that f(a) is a unit of R[a] if and only if f(0) is a unit

of R. Indeed, if that is true then one easily shows that R[a] \ U(R[a]) is an ideal of

R[a] which means that R[a] is a local ring.

Take any element b ∈ R[a]. Then bp
r ∈ R and consequently if b is a unit of R[a]

then bp
r

is a unit of R. Assume that f(a) is a unit of R[a] (so f(a)p
r

is a unit of R)

and suppose that f(0) is not a unit of R (so f(0)p
r ∈ m). Since f(a) = f(0)+a·g(a)

we have that

f(a)p
r

= f(0)p
r

+ ap
r

· g(a)p
r

∈ m

which is a contradiction. Therefore, if f(a) is a unit of R[a] then f(0) is a unit of

R.

For the converse, assume that f(0) is a unit of R and write f(a) = f(0) − b

(b = −a · g(a)). Then

f(a) ·
(

1 +
b

f(0)
+ . . .+

bp
r−1

f(0)pr−1

)
= f(0)− bp

r

f(0)pr−1
∈ U(R),

because (R,m) is a local ring. Therefore, f(a) is a unit of R[a]. �

Definition 2.24. Let k be a field and R a local k-algebra essentially of finite type

over k. A valuation ν centered at R and trivial on k is said to admit inseparable local

uniformization if there exists a purely inseparable extension K ′ = K(a1, . . . , as)

of K = Quot(R), with ap
r

i ∈ m for some r ∈ N, such that the the local ring

(R[a1, . . . , as], ν) admits local uniformization.

Remark 2.25. Observe that R[a1, . . . , as] is local (by induction and the previous

Lemma) and that the unique extension of ν from K to K ′ (which we denote again

by ν) is centered at R[a1, . . . , as].

3. Proofs of the main results

We will now prove the main results of this paper. To prove Theorem 1.1 we will

use the following Theorem:

Theorem 3.1. Take a valuation ν centered at the local ring R, decompose ν =

ν1 ◦ ν2 and let p = mν1
∩R be the center of ν1 in R. If (Rp, ν1) and (R/p, ν2) admit

local uniformization, then also (R, ν) admits local uniformization.

Proof. Let (y1, . . . , yr) ⊆ p be a regular system of parameters for pRp (we can take

yi ∈ p by Lemma 2.18), and x1, . . . , xt a set of elements of R \ p, whose images

modulo p form a regular system of parameters of m/p. If y1, . . . , yr generate p then
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R is regular. Indeed, since y1, . . . , yr, x1, . . . , xt generate m we have r + t ≥ dimR.

Also, since r = dimRp = ht (p) and t = dim (R/p) = ht (m/p) we have

dimR = ht (m) ≥ ht (p) + ht (m/p) = r + t ≥ dimR.

Therefore, r+ t = dimR and x1, . . . , xt, y1, . . . , ys is a minimal set of generators of

m, hence (R,m) is regular.

If y1, . . . , yr do not generate p, take yr+1, . . . , yr+s ∈ p such that y1, . . . , yr, yr+1, . . . , yr+s
generate p. Since the residues of y1, . . . , yr modulo (pRp)

2
form a κ (p)-basis of

pRp/ (pRp)
2
, for each k = 1, . . . , s we can find an equation

akyr+k + b1ky1 + . . .+ brkyr − hk = 0

where ak ∈ R \ p and hk ∈ (pRp)
2
. In fact, multiplying the above equations by

suitable elements of R \ p, we may assume that

(19) hk ∈ (y1, . . . , yr)
2
, 1 ≤ k ≤ s.

First, let us blow up R with respect to ν along the ideal (a1, y1, . . . , yr) obtaining a

new local ring
(
R(1),m(1)

)
. In R(1) we have y1 = a1y

(1)
1 , y2 = a1y

(1)
2 , . . . , yr = a1y

(1)
r

and we rewrite the previous relations as

akyr+k + a1b1ky
(1)
1 + . . .+ a1brky

(1)
r − hk = 0, 1 ≤ k ≤ s

Observe that by (19) we have hk ∈ a2
1

(
y

(1)
1 , . . . , y

(1)
r

)2

. In particular, we have

a2
1 | h1 in R(1) and we obtain

a1

(
y

(1)
r+1 + b11y

(1)
1 + . . .+ br1y

(1)
r − h′1

)
= 0

and

akyr+k + a1b1ky
(1)
1 + . . .+ a1brky

(1)
r − hk = 0

for k > 1, where h1 = a1h
′
1 with h′1, h2, . . . , hs ∈

(
y

(1)
1 , . . . , y

(1)
r

)2

. In particular,

(20) y
(1)
r+1 + b11y

(1)
1 + . . .+ br1y

(1)
r − h′1 = 0

Since h′1 ∈
(
y

(1)
1 , . . . , y

(1)
r

)
we have yr+1 ∈

(
y

(1)
1 , . . . , y

(1)
r

)
and consequently

p(1) =
(
yr+2, . . . , yr+s, y

(1)
1 , . . . , y(1)

r

)
.

By Lemma 2.19,
(
x1 + p(1), . . . , xt + p(1)

)
is a regular system of parameters for

R(1)/p(1) and
(
y

(1)
1 , . . . , y

(1)
r

)
is a regular system of parameters for R

(1)

p(1) .

We proceed as before with ak for all k = 2, . . . , s until we reach a local ring

R(s) for which p(s) =
(
y

(s)
1 , . . . , y

(s)
r

)
R(s),

(
x1 + p(s), . . . , xt + p(s)

)
is a regular

system of parameters for R(s)/p(s) and
(
y

(s)
1 , . . . , y

(s)
r

)
is a regular system of pa-

rameters for R
(s)

p(s) . Therefore, R(s) is regular with regular system of parameters(
x1, . . . , xt, y

(s)
1 , . . . , y

(s)
r

)
. �
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3.1. Proof of Theorem 1.1. We will proceed by induction on the rank of the

valuation. Let n be a given natural number and assume that every valuation µ

centered at a Noetherian local ring

(R′,m′) ∈M

with rk (µ) < n admits local uniformization. Take a valuation ν centered at a

Noetherian local ring (R,m) ∈ M such that rk(ν) = n. We will prove that ν

admits local uniformization.

Write ν = ν1 ◦ ν2 with rk (ν1) < rk (ν) and rk (ν2) < rk (ν). Then ν1 is a

valuation of K with center p ⊆ m in R (so ν1 is centered at Rp) and ν2 is a

valuation of Kν1 whose restriction to κ (p) is centered at (R/p,m/p) (see Lemma

2.3 above).

Since rk (ν1) < rk (ν), by the induction assumption, there exists a sequence of

local blowing ups

Rp −→ R̃(1) −→ · · · −→ R̃(r)

with respect to ν1 such that R̃(r) is regular. From Corollary 2.13 we conclude that

there exists a sequence of local blowing ups

R −→ R(1) −→ · · · −→ R(n)

with respect to ν such that R
(n)

p(n) is regular, where p(n) is the center mν1
∩R(n) of

ν1 on R(n). Replacing R(n) by R, we may assume that Rp is regular.

Next, we apply the induction assumption to R/p. Since rk(ν2) < rk(ν) = n

there exists a sequence of local blowing ups

(R/p,m/p) −→
(
R

(1)
,m(1)

)
−→ · · · −→

(
R

(m)
,m(m)

)
with respect to ν2 such that

(
R

(m)
,m(m)

)
is regular. By Corollary 2.17 there exists

a sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(m),m(m)

)
with respect to ν such that R

(m)

p(m) and R(m)/p(m) are regular. Replacing R by R(m),

we may assume that both Rp and R/p are regular. Theorem 1.1 follows now from

Theorem 3.1.

3.2. Proof of Theorem 1.2. We will proceed as before. Let ν be a valuation

centered at (R,m) with rk (ν) > 1, decompose it as ν = ν1 ◦ ν2 and let p be the

center of ν1 on R. We want to prove that given f1, . . . , fq ∈ R, there exists a

sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(m),m(m)

)
with respect to ν such that

(
R(m),m(m)

)
is regular and there exists a regular system

of parameters u(m) =
(
u

(m)
1 , . . . , u

(m)
d

)
of m(m) such that f1, . . . , fq are monomials

in u(m).
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By the induction hypothesis, there exists a sequence of local blowing ups

Rp −→ R̃(1) −→ · · · −→ R̃(m)

with respect to ν1 such that R̃(m) is regular and there exists a regular system of

parameters z = (z1, . . . , zr) of R̃(m) such that fi = ciz
γi where ci is a unit in R̃(m).

From Corollary 2.13 we conclude that there exists a sequence of local blowing ups

R −→ R(1) −→ · · · −→ R(n)

with respect to ν such that R
(n)

p(n) = R̃(m), where p(n) is the center mν1 ∩ R(n) of

ν1 on R(n). Replacing R(n) by R we may assume that Rp is regular with regular

system of parameters z such that fi = ciz
γi with ci a unit in Rp. Writing ci =

αi
βi

with αi, βi ∈ R \ p we get

fi =
αi
βi
zγi , 1 ≤ i ≤ q.

Moreover, we may assume that zj ∈ p. Indeed, since zj ∈ pRp we can write zj =
1

aj
yj with yj ∈ p and aj ∈ R \ p. We have pRp = (z1, . . . , zr)Rp = (y1, . . . , yr)Rp

and defining β′i = βi

r∏
j=1

a
γ

(j)
i
j we have

fi =
αi
β′i
yγi , 1 ≤ i ≤ q.

Blowing up R with respect to ν along the ideals (β′i, y1, . . . , yr), we may assume

that β′i = 1.

From the previous paragraph we can assume that Rp is regular and that there

are y1, . . . , yr ∈ p that form a regular system of parameters for Rp and there exist

αi ∈ R \ p such that

fi = αiy
γi , 1 ≤ i ≤ q.

Extend now (y1, . . . , yr) to a set of generators of p, say (y1, . . . , yr, yr+1, . . . , yr+s).

Since the residues of y1, . . . , yr modulo (pRp)
2

form a κ (p)-basis of pRp/ (pRp)
2
,

for each k = 1, . . . , s we can find an equation

akyr+k + b1ky1 + . . .+ brkyr − hk = 0

where ak ∈ R \ p and hk ∈ (pRp)
2
. Multiplying the last equation by a suitable

element of R \ p we can assume that hk ∈ (p)
2
.

By the induction assumption for ν2, there exists a sequence of local blowing ups

R/p −→ R
(1) −→ · · · −→ R

(r)

such that R
(r)

is regular and there exists a regular system of parameters x =

(x1, . . . , xt) of R
(r)

such that the residues of αi and ak (modulo p) are monomials

in x, i.e.,

αi = uix
δi , 1 ≤ i ≤ q
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and

ak = vkx
εk , 1 ≤ k ≤ s

where ui, vk are units in R. By Corollary 2.17 there exists a sequence of local

blowing ups

R −→ R(1) −→ · · · −→ R(n)

with respect to ν such that R
(n)

p(n) = Rp and R(n)/p(n) ∼= R
(r)

(for x ∈ R(n) \ p(n)

denote by x the element corresponding to x + p(n) via this isomorphism and say

that x represents x). Choose elements xl, ui, vk ∈ R(n)\p(n) that represent xl, ui, vk
respectively. Then

αi = uix
δi + ri, 1 ≤ i ≤ q

and

ak = vkx
εk + sk, 1 ≤ k ≤ s

for some ri, sk ∈ p(n).

From the last paragraphs we may assume that Rp is regular with a regular system

of parameters y = (y1, . . . , yr) which extends to a set of generators (y1, . . . , yr, yr+1, . . . , yr+s)

of p and there exist x1, . . . , xt ∈ m \ p such that their images in R/p form a regular

system of parameters of R/p such that

(21) fi =
(
uix

δi + ri
)
yγi , 1 ≤ i ≤ q

and

(22) vkx
εkyr+k + b1ky1 + . . .+ brkyr + h′k = 0, 1 ≤ k ≤ s,

where ui, vk are units in R, and ri, sk ∈ p and h′k = hk + skyr+k ∈ (p)
2
.

From now on we will just blow up R with respect to ν along ideals of the

form (xl, y1, . . . , yr) or (xl, y1, . . . , yr, yr+s1 , . . . , yr+s) for some 1 ≤ s1 ≤ s. Take

l ∈ 1, . . . , t such that xl | xδi for some i = 1, . . . , q. Blowing up R with respect to

ν along

(xl, y1, . . . , yr, yr+1, . . . , yr+s)

we obtain a system of generators(
x1, . . . , xt, y

(1)
1 , . . . , y(1)

r , y
(1)
r+1, . . . , y

(1)
r+s

)
of m(1) such that yj = xly

(1)
j for all j = 1, . . . , r + s. Substituting this new system

of generators to the equations (21) and (22), we obtain

(23)

fi =
(
uix

δi + xlr
(1)
i

)
x
|γi|
l

(
y(1)

)γi
=

(
ui
xδi

xl
+ r

(1)
i

)
x
|γi|+1
l

(
y(1)

)γi
, 1 ≤ i ≤ q

and

(24) vkx
ε
(1)
k y

(1)
r+k + b

(1)
1k y

(1)
1 + . . .+ b

(1)
rk y

(1)
r + h′k = 0, 1 ≤ k ≤ s,
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where r
(1)
i ∈ p(1). Observe that h′k ∈

(
y

(1)
1 , . . . , y

(1)
r , y

(1)
r+1, . . . , y

(1)
r+k

)2

. After finitely

many of these local blowing ups we get a local ring
(
R(n),m(n)

)
such that m(n) is

generated by (
x1, . . . , xt, y

(n)
1 , . . . , y(n)

r , y
(n)
r+1, . . . , y

(n)
r+s

)
with

fi =
(
ui + r

(n)
i

)
xτi
(
y(n)

)γi
= u′ix

τi
(
y(n)

)γi
, 1 ≤ i ≤ q

and

(25) vkx
ε
(n)
k y

(n)
r+k + b

(n)
1k y

(n)
1 + . . .+ b

(n)
rk y

(n)
r + h′k = 0, 1 ≤ k ≤ s

with h′k ∈
(
y

(n)
1 , . . . , y

(n)
r , y

(n)
r+1, . . . , y

(n)
r+k

)2

and u′i ∈
(
R(n)

)×
. Therefore, all fi are

monomials in (
x, y(n)

)
:=
(
x1, . . . , xt, y

(n)
1 , . . . , y(n)

r

)
.

Observe that if we blow up R(n) with respect to ν along ideals of the form

(26)
(
xl, y

(n)
1 , . . . , y(n)

r

)
or
(
xl, y

(n)
1 , . . . , y(n)

r , yr+s1 , . . . , yr+s

)
for some s1 ∈ {1, . . . , s} then all f ′is will be monomials in

(
x, y(n+1)

)
.

We still do not have that R(n) is regular. In order to obtain that, we will blow

up R(n) with respect to ν along ideals of the form (26). Let xl | xε
(n)
1 for some

1 ≤ l ≤ t and blow up R(n) with respect to ν along the ideal(
xl, y

(n)
1 , . . . , y(n)

r

)
.

In R(n+1) equation (25) for k = 1 can be rewritten as

(27) v1x
ε
(n)
1 y

(n+1)
r+1 + xl

(
b
(n)
11 y

(n+1)
1 + . . .+ b

(n)
r1 y

(n+1)
r

)
+ h′1 = 0.

with h′1 ∈
(
y

(n+1)
1 , . . . , y

(n+1)
r , y

(n+1)
r+1 , . . . , y

(n+1)
r+k

)2

. Now we blow up R(n+1) with

respect to ν along (
xl, y

(n+1)
1 , . . . , y(n+1)

r , y
(n+1)
r+1 , . . . , y

(n+1)
r+s

)
and the equation (25) rereads as

x2
l

(
v1
xε

(n)
1

xl
y

(n+2)
r+1 + b

(n)
11 y

(n+2)
1 + . . .+ b

(n)
r1 y

(n+2)
r + h′′1

)
= 0

and consequently

v1
xε

(n)
1

xl
y

(n+2)
r+1 + b

(n)
11 y

(n+2)
1 + . . .+ b

(n)
r1 y

(n+2)
r + h′′1 = 0,

with h′′1 ∈
(
y

(n+2)
1 , . . . , y

(n+2)
r , y

(n+2)
r+1 , . . . , y

(n+2)
r+k

)2

. After finitely many of these

steps we reach a ring R(n+m1) where

v1y
(n+m1)
r+1 + b

(n)
11 y

(n+m1)
1 + . . .+ b

(n)
r1 y

(n+m1)
r + h

(m1)
1 = 0,
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with h
(m1)
1 ∈

(
y

(n+m1)
1 , . . . , y

(n+m1)
r , y

(n+m1)
r+1 , . . . , y

(n+m1)
r+k

)2

. It follows now that

p(n+m1) =
(
y

(n+m1)
1 , . . . , y(n+m1)

r , y
(n+m1)
r+2 , . . . , y

(n+m1)
r+k

)
.

Repeating the process as above for each k = 2, . . . , s, we reach a ring R(n+m)

such that p(n+m) is generated by(
y

(n+m)
1 , . . . , y(n+m)

r

)
.

Analogously to the proof of Theorem 1.1, we note that m(n+m) is generated by(
x, y(n+m)

)
=
(
x1, . . . , xt, y

(n+m)
1 , . . . , y(n+m)

r

)
,

so R(n+m) is regular with regular system of parameters
(
x, y(n+m)

)
. Moreover, fi

is a monomial on
(
x, y(n+m)

)
for each i = 1, . . . , q. Therefore, we have achieved

weak embedded local uniformization for ν.

3.3. Proof of Theorem 1.3. Let ν be a valuation with rk (ν) > 1. We want

to prove that given f1, . . . , fq ∈ R such that ν (f1) ≤ . . . ≤ ν (fq) there exists a

sequence of local blowing ups

(R,m) −→
(
R(1),m(1)

)
−→ · · · −→

(
R(n),m(n)

)
with respect to ν such that

(
R(n),m(n)

)
is regular and there exists a regular system

of parameters u(n) =
(
u

(n)
1 , . . . , u

(n)
d

)
of
(
R(n),m(n)

)
such that fi is a monomial in

u(n) for all i = 1, . . . , q and f1 |R(n) . . . |R(n) fq.

Again, we will proceed by induction on the rank. Write ν = ν1◦ν2 with rk (ν2) =

1. By induction hypothesis for ν1 and after changes as in Propositions 1.1 and 1.2

we can assume that Rp is regular and there exists y1, . . . , yr ∈ p that form a regular

system of parameters for Rp such that

fi = αiy
γi , 1 ≤ i ≤ q

with αi ∈ R \ p and yγ1 |R . . . |R yγq .
We want to modify αi in such a way that ν2 (α1 + p) ≤ . . . ≤ ν2 (αq + p). We will

do that by blowing up R with respect to ν along an ideal of the form (α, y1, . . . , yr)

for some α ∈ R \ p. Since yγ1 |R . . . |R yγq we have that γ1 ≤ . . . ≤ γr where “ ≤ ”

is the componentwise partial order of (N ∪ {0})r. Take α ∈ R such that

ν2 (α+ p) ≥ ν2(αi + p)− ν2(αi+1 + p), for every i = 1, . . . , q − 1,

(for instance take α to be the αi with maximum value). Blowing up R with respect

to ν along the ideal (α, y1, . . . , yr) we obtain

fi = α′i

(
y(1)

)γi
= αiα

|γi|
(
y(1)

)γi
, 1 ≤ i ≤ q.
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For each i, 1 ≤ i ≤ q − 1, either γi = γi+1 or γi < γi+1. If γi = γi+1 then

ν (αi) ≤ ν (αi+1) what implies that ν2 (αi + p) ≤ ν2 (αi+1 + p). Consequently

ν2

(
α′i + p(1)

)
= ν2

(
αiα

|γi| + p(1)
)

= ν2

(
αiα

|γi+1| + p(1)
)

≤ ν2

(
αi+1α

|γi+1| + p(1)
)

= ν2

(
α′i+1 + p(1)

)
.

If γi < γi+1 then |γi| < |γi+1| what implies that 1 + |γi| ≤ |γi+1|. Consequently

ν2

(
α′i + p(1)

)
= ν2

(
αiα

|γi| + p(1)
)

= ν2

(
αi + p(1)

)
+ |γi|ν2

(
α+ p(1)

)
≤ ν2(αi+1 + p(1)) + ν2

(
α+ p(1)

)
+ |γi|ν2

(
α+ p(1)

)
= ν2(αi+1 + p(1)) + (1 + |γi|) ν2

(
α+ p(1)

)
≤ ν2

(
αi+1 + p(1)

)
+ |γi+1|ν2

(
α+ p(1)

)
= ν2

(
α′i+1 + p(1)

)
.

From the last paragraphs, we can assume that Rp is regular and there exist

y1, . . . , yr ∈ p that form a regular system of parameters for Rp such that

(28) fi = αiy
γi , 1 ≤ i ≤ q,

where yγ1 | . . . | yγq and ν2 (α1 + p) ≤ . . . ≤ ν2 (αq + p).

Extend (y1, . . . , yr) to a set of generators

(y1, . . . , yr, yr+1, . . . , yr+s)

of p. As in the proofs of Theorem 1.1 and 1.2, we have relations of the form

(29) akyr+k + b1ky1 + . . .+ brkyr − hk = 0, 1 ≤ k ≤ s,

where ak ∈ R \ p and hk ∈ p2.

By the induction hypothesis for R/p and after lifting the sequence of local blow-

ing ups as in Propositions 1.1 and 1.2 we can assume that there exist x1, . . . , xt ∈
m \ p such that their images x1 + p, . . . , xt + p form a regular system of parameters

for R/p and we have the following relations:

αi = uix
εi + ri, 1 ≤ i ≤ q,

and

ak = vkx
δk + sk, 1 ≤ k ≤ s,

where ui, vk are units in R and sk, ri ∈ p for k = 1, . . . , s and i = 1, . . . , r with

xε1 | . . . | xεq .
Substituting ak’s and αi’s in equations (28) and (29) we obtain

fi = (uix
εi + ri) y

γi , 1 ≤ i ≤ q,

and

vkx
δkyr+k + b1ky1 + . . .+ brkyr − h′k = 0, 1 ≤ k ≤ s,

where h′k ∈ p2.
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Blowing upR with respect to ν along ideals of the form (xl, y1, . . . , yr, yr+1, . . . , yr+s)

we have new coordinates y(1) =
(
y

(1)
1 , . . . , y

(1)
r

)
in which yj = xly

(1)
j , j = 1, . . . , r.

Therefore,

fi =
(
uix

εi + xlr
(1)
i

)
x
|γi|
l

(
y(1)

)γi
, 1 ≤ i ≤ q,

where r′i ∈ p′. If xl | xεi , this equation can be rewritten as

fi =

(
ui
xεi

xl
+ r

(1)
i

)
x
|γi|+1
l

(
y(1)

)γi
, 1 ≤ i ≤ q.

After finitely many of these local blowing ups we achieve

fi =
(
ui + r

(n)
i

)
xδi
(
y(n)

)γi
, 1 ≤ i ≤ q

where δ
(l)
i = ε

(q)
i |γi| + ε

(l)
i . Since ε

(l)
1 ≤ . . . ≤ ε

(l)
q we have that xδ1 | . . . | xδq .

Therefore, we achieved that f1, . . . , fq are monomials in
(
x, y(n)

)
and that f1 | . . . |

fq.

We still don’t have that
(
R(n),m(n)

)
is regular. We can achieve that proceed-

ing as in Theorem 1.2. Now
(
R(n+m),m(n+m)

)
is regular with regular system of

parameters
(
x, y(n+m)

)
in which fi are monomials and f1 | . . . | fq. Therefore, we

achieved embedded local uniformization for ν.

3.4. Proof of Theorem 1.4. Decompose ν = ν1 ◦ ν2 and let p = mν1 ∩ R be the

center of ν1 in R. Then ν1 is a valuation of K = Quot(R) centered at Rp and

ν2 is a valuation of Kν1
such that the restriction of ν2 to κ(p) is centered at R/p

(observe that R/p is a k-algebra essentially of finite type over k and that κ(p)|k is

a function field).

We can assume that rk(ν1) < rk(ν) and rk(ν2) < rk(ν), hence by induction

on the rank both ν1 and ν2 admit inseparable local uniformization. Take elements

a1, . . . , as in some purely inseparable extension of κ(p) such that (R/p[a1, . . . , as], ν2)

admits local uniformization and ap
ri

i ∈ m/p. For every i, 1 ≤ i ≤ s, choose ai ∈ Kac

to be a root of the polynomial Xpri − bi, where bi + p = ap
ri

i (and ap
r′

i /∈ κ(p) for

every r′ < ri). Let K ′ := K(a1, . . . , as) be the purely inseparable extension of K

generated by a1, . . . , as and let R′ = R[a1, . . . , as].

Claim 3.2. The pair (R′/p′, ν2) admits local uniformization, where p′ = mν1
∩R′

is the center of ν1 in R′.

Proof. It is enough to prove that there exists a valuation preserving isomorphism

between R′/p′ and R/p[a1, . . . , as]. Consider the mapping

Φ : R′ = R[a1, . . . , as] −→ R/p[a1, . . . , as]

given by

Φ

(
n∑
i=0

αia
γi

)
=

n∑
i=0

(αi + p)aγi ,

where γi = (γi1, . . . , γis) ∈ Ns and aγi = aγi11 · · · aγiss (respectively, aγi = aγi11 · · · aγiss ).
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It is easy to see that Φ is a ring homomorphism and that it is surjective. It

remains to prove that ker(Φ) = p′. Take any element φ ∈ R′. Then φp
r ∈ R for

some r ∈ N and we have that

φp
r

∈ p⇐⇒ φ ∈ p′.

Therefore,

φ ∈ p′ ⇐⇒ φp
r

∈ p⇐⇒ Φ
(
φp

r
)

= 0⇐⇒ Φ(φ) = 0.

�

Replacing R′ by R we can assume that the valuation ν is decomposed as ν =

ν1 ◦ ν2 such that (R/p, ν2) admits local uniformization. Since rk(ν1) < rk(ν),

by induction hypothesis, (Rp, ν1) admits inseparable local uniformization, which

means that in some extension of K = Quot(R) there exist elements b1, . . . , bt such

that (Rp[b1, . . . , bt], ν1) with bp
r

i ∈ pRp admits local uniformization. Observe that

we can assume that bp
r

i ∈ p. Indeed, since bp
r

i ∈ pRp then bp
r

i = αi/βi for some

αi ∈ p and βi ∈ R\p. Taking ci = βi ·bi we have that Rp[b1, . . . , bt] = Rp[c1, . . . , ct]

and that cp
r

i ∈ p.

Claim 3.3. Let R′ = R[b1, . . . , bt] and p′ = mν1
∩ R′ be the center of ν1 in R′.

Then (R′p′ , ν1) and (R′/p′, ν2) admit local uniformization.

Proof. It is easy to see that

R′p′ = Rp[b1, . . . , bt].

Indeed, take an element r ∈ R′p′ . Then

r =
f

g

with f = f(b1, . . . , bt), g = g(b1, . . . , bt) ∈ R[b1, . . . , bt] and ν1(g) = 0. Choose s ∈ N
such that gp

s ∈ Rp. Since ν1

(
gp
s)

= psν1(g) = 0 we have that gp
s

is a unit of Rp.

Then

r =
f

g
=
f · gpr−1

gpr
∈ Rp[b1, . . . , bt].

The other inclusion is trivial.

It remains to prove that R/p ' R′/p′. Let Φ : R −→ R′/p′ be the composition

of the natural inclusion of R into R′ with the canonical epimorphism from R′ onto

R′/p′, i.e.

R

Φ=π◦i
**

i
// R′

π
// R′/p′.

We have to prove that Φ is surjective and that ker(Φ) = p. Since i : R −→ R′ is an

inclusion we have that

ker(Φ) = {r ∈ R | r ∈ p′} = {r ∈ R | ν1(r) > 0} = p.
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It remains to prove that Φ is surjective. Take any element f = f(b1, . . . , bt) ∈ R′.
Since

f = f(0) + b1 · f1(b1, . . . , bt) + . . .+ bt · ft(b1, . . . , bt)

and b1, . . . , bt ∈ p′ we have that f(0) + p′ = f + p′. Therefore,

Φ(f(0)) = f + p′

and consequently Φ is surjective. �

Theorem 1.4 is a direct consequence of Theorem 3.1 and Claim 3.3.
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